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Abstract  The ability to discover services offered in MANETSs (Mobile Ad-Hoc Networks)
is a major prerequisite for effective usability of MANETSs. GSD (Group-based Service Dis-
covery) protocol is a typical service discovery protocol for MANETSs. However, its packet
overhead is high due to its much redundant packet transmissions. Some previous works
improve GSD at the expense of slightly larger cache size and packet size. However, the added
information can be used to improve protocol performance further. In this paper, FNMGSDP
(Forward Node Minimization enhanced Group-based Service Discovery Protocol) is pro-
posed to minimize the number of next hop nodes when forwarding request packets by exhaus-
tively utilize the information in Service Information Cache. Simulation results confirm the
superiority of FNMGSDP over GSD and its two enhanced versions.

Keywords Service discovery protocol - MANET - NP-complete

1 Introduction

MANETs (Mobile Ad-Hoc networks) [1] are temporary infrastructure-less multi-hop
wireless networks that consist of many autonomous wireless mobile nodes, and service
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discovery is a major building block of MANETs where flexibility and minimum user
intervention are essential. SDP (Service Discovery Protocol) enables mobile nodes to adver-
tise their own capabilities to the rest of the network and to automatically locate services with
requested attributes. In the context of service discovery, service is any hardware or software
feature that can be utilized or benefited by any node. Service description is the information
that describes a service’s characteristics, such as service type, attributes, access method, etc. A
server is a node that provides some services. A client is a node that requests services provided
by other nodes. When needing a service, a client sends out a service request packet which will
be forwarded by others. When receiving a service request packet, every node with matched
services should respond with a service reply packet, which will be forwarded reversely to the
source of the corresponding service request packet. Other nodes without matched services
should forward the service request packet. All these corresponding packet transmissions,
including service request packets and service reply packets, form a SDP session.

Some service discovery protocols used in one-hop wireless networks have been proposed
in [2,3]. However, they are not suitable for MANETSs where multi-hop is essential.

Along with the development of MANETS, a number of service discovery protocols have
been proposed. Some of them [4,5] are adapted from service discovery protocols for wired
networks. Some others are designed specially for MANETS, such as [6-20]. For a detailed
review of service discovery protocols for MANETS, please refer to Reference [21].

Among existing protocols, GSD [8,9] (Group-based Service Discovery protocol) is char-
acterized by its two interesting mechanisms: (1) peer-to-peer caching of service advertisement
packets and (2) group-based intelligent forwarding of service request packets. But GSD is
not very efficient. Hence, several enhanced version of GSD have been proposed, such as
PCPGSD (PFCN, CRN and PRN enhanced GSD protocol) [10] and CNPGSDP [11]. These
works improve the efficiency of request packet forwarding greatly at the expense of a little
additional information in cache. However, they can be improved further by utilizing the
cached information exhaustively.

Hence, in this paper, FNMGSDP (Forward Node Minimization enhanced Group-based
Service Discovery Protocol) is proposed to minimize the number of next hop nodes when
forwarding request packets by making full use of the information in SIC (Service Information
Cache).

The rest of the paper is organized as follows. Section 2 gives a brief review to GSD as
well as its successors, PCPGSD and CNPGSDP. Section 3 describes how the number of next
hop nodes when forwarding request packets is minimized in FNMGSDP with the help of
nodes’ local cache. Section 4 performs comparative simulation studies between FNMGSDP
and other protocols including GSD, PCPGSD, and CNPGSDP. Section 5 concludes the

paper.

2 Overview of GSD Related Protocols
2.1 GSD

GSD (Group-based Service Discovery protocol) was first introduced in [8], and then it was
described in detail in [9]. GSD has three basic operations: (1) service advertisement packet
spreading; (2) service request packet forwarding; and (3) service reply packet routing. To
improve the efficiency of the three operations, GSD introduces two interesting mechanisms:
(1) peer-to-peer caching of service advertisement packets; (2) group-based intelligent for-
warding of service request packets.
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Fig. 1 Example of service request packet forwarding process in GSD

According to peer-to-peer caching of service advertisement packets, a server should
generate service advertisement packets periodically, which contain the descriptions of the
services provided by the server. Service advertisement packets are cached and forwarded fur-
ther by receivers. The cache is called as SIC (Service Information Cache). When generating
service advertisement packets, if the information in the current node’s cache indicates that
there are some servers in its vicinity, the group information of the services provided by these
servers should also be included in the service advertisement packet. The maximum number
of hops that advertisement packets can travel, denoted as b, is restricted by a user-definable
parameter.

According to group-based intelligent forwarding of request packets, when an unmatched
request packet should be forwarded further, the node will try to select some nodes basing on
cached information. The selected nodes should have some neighbors that provide services
belonging to the same group as the requested service. Such nodes are called as candidate
nodes in the following text.

If the node that receives a new request packet finds matched services, it unicasts a service
reply packet to the sender of the service request packet. The service reply packet will be
relayed to the client of the corresponding SDP session along the reverse path.

Figure 1 shows an example of how service request packet is forwarded in GSD. In this
figure, hop limits of service advertisement packets and service request packets are both set
to 2; circles represent mobile nodes. The string in a circle indicates the identity of the node
and the services it provides. For example, in Fig. 1, string “A, a_1” indicates that the node
is A and it provides a service “a_1", which belongs to service group “a”. A double-headed
arrow line between two nodes indicates that these two nodes can communicate with each
other directly. The white table adjacent to a node represents its SIC (not all fields are shown).
For example, the 3rd item in node A’s SIC, {H, b_4, (a, b)}, indicates that: (1) this entry
corresponds to node H; (2) node H provides service “b_4"; and (3) some nodes in H’s
2-hop neighbor set provide group “a” services and some other nodes provide group “b”
services. Arcs around a node indicate the transmission of a service request packet. The grey
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table over the arcs represents the content of the packet being transmitted (not all fields are
shown). For example, the grey table between nodes A and B, {A, a_3, B, 1}, indicates that:
(1) the client that initiates the SDP session is node A; (2) the requested service is “a_3";
(3) the destination of the request packet is node B; and (4) the request packet can still
travel 1 hop.

When node A needs a service “a_3”, which belongs to group “a”, and there is no matched
service in its SIC, node A has to select some nodes based on its SIC. Node A knows that the
nodes B, C, H, K, and N have seen some services of group “a”. Hence, five unicast request
packets are sent to them, respectively. When receiving the packet, these nodes will forward
the service request packet further if no match is found. For example, node B finds that: (1) no
local matched services, i.e., neither services provided by node B nor services cached in SIC
matches the request; and (2) the number of hops that the packet can still travel is larger than
0. Thus, node B will forward the packet further. In its SIC, node B finds that both nodes A
and C have seen some group “a” services, but node A is not selected since that it is the sender
of the packet. Hence, only node C is selected and a request packet is forwarded towards C.
By the underlying routing protocol, the packet is sent directly to node A where it is discarded
because that it is a duplicated packet. Similarly, when receiving the request packet from node
A, node C forwards the packet towards nodes B, F, and K, respectively. Node D forwards
the packet towards nodes B, C, and H. The request is matched at node H and K. Hence,
totally 13 service request packets will be sent.

2.2 PCPGSD

Benefiting from its mechanisms, GSD achieves efficient network bandwidth usage and
increased flexibility in the service matching process [8]. However, it still has several aspects
that should be reconsidered.

Firstly, a copy of the request packet should be forwarded in unicast mode for each candi-
date node. Thus, when there are several candidate nodes, many copies of the same request
packet will be sent.

Secondly, since that the maximum number of hops that a request packet can travel is
restricted, there may be some candidate nodes that are too far to be reached by the request
packet. However, such unreachable candidate nodes are not distinguished from common can-
didate nodes in GSD. Hence, packet transmissions to these unreachable candidate nodes are
usually useless.

To overcome the problems, an enhanced version of GSD is proposed where three mech-
anisms are proposed. The three mechanisms are PFCN (Pruning of Far Candidate Nodes),
CRN (Combining of Relay Nodes), and PRN (Piggybacking of Relay Nodes). Consequently,
the new protocol is named as PCPGSD (PFCN, CRN and PRN enhanced GSD protocol) [10].
In PCPGSD, a node that precedes the current node on the path from the candidate node to
the current node is called as relay node, or forward node. In this paper, “relay node” and
“forward node” are used interchangeably.

According to PFCN, all candidate nodes that are too far to be reached by the request
packet are omitted. To determine whether a candidate is too far to be reachable, a new field
indicating the original maximum hop that the advertisement packet can travel is added to
advertisement packets.

According to CRN, for each candidate node, a relay node should be selected and the
request packet should be sent to the relay node instead of the candidate node. Obviously,
several candidate nodes may share the same relay node. Thus, in such cases, instead of
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Fig. 2 Example of service request packet forwarding process in PCPGSD

sending one request packet towards each candidate nodes, only one request packet should
be sent to the relay node. This single request packet is enough since that the relay node can
forward the request packet intelligently basing on its local topology information. By this
means, request packets are reduced further.

According to PRN, instead of sending a request packet to each relay node, a modified
request packet which has a field enclosing the list of relay nodes is sent in broadcast mode,
i.e., the list the relay nodes is piggybacked in the request packet. In this way, only one request
packet sent in broadcast mode is enough.

Figure 2 shows an example of service request packet forwarding process in PCPGSD over
the same scenario as that in Fig. 1. The new SIC field indicates the number of hops from
the current node to the corresponding server, which is obtained by subtracting remain hop
number of the packet from its original hop number stored in a field of it.

In Fig. 2 where PCPGSD is used, all request packets are sent in broadcast mode. Hence,
although nodes B, C, H, K, and N are still candidate nodes of node A, valid receivers of the
service request packet sent by node A is their corresponding relay nodes, which are nodes
B, C, and D. When node B forwards the request further, it knows that nodes C and N are
candidate nodes, but node C is a far candidate node. Hence, only node N is selected as a
valid candidate node and a request packet is forwarded to its relay node, which is node N
itself. Other nodes operate in similar way. Thus, totally 4 request packets will be sent.

2.3 CNPGSDP

CNPGSDP [11] improves PCPGSD further by reducing the number of valid candidate nodes
to be considered when dispatching request packets by using a mechanism named as CNP
(Candidate Node Pruning).

In CNPGSDP, CRN and PRN mechanisms of PCPGSD are combined and renamed as BSU
(Broadcast Simulated Unicast) because that several unicast request packets are replaced with
one request packet transmitted in broadcast mode with all unicast receivers enclosed.
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Fig. 3 Example of service request packet forwarding process in CNPGSDP

In CNPGSDP, to reduce the number of candidate nodes, candidate nodes are classified into
two categories: internal candidate nodes, and external candidate nodes. If all nodes in a can-
didate node’s d-hop vicinity that provides some services belonging to the same group as the
request service are in the current node’s d-hop vicinity, then the candidate node is an internal
candidate node. Otherwise, the candidate node is an eternal candidate node. Reference [11]
proved that all internal candidate nodes can be omitted when selecting valid candidate nodes.
Hence, in CNPGSDP, all internal candidate nodes and far candidate nodes are removed from
the candidate node set from which valid candidate nodes are selected. Hence, this scheme is
named as CNP.

Figure 3 shows an example of service request packet forwarding process when CNPGSDP
is used. Node A’s 4th SIC entry is changed to {H, D, b_4, (a(A,J), b(K)), 2}. The enhanced
field (a(A, J), b(K)) indicates that nodes A and J in H’s 2-hop neighbor set provide some
group “a” services, and node K provides some group “b” services. In Fig. 3, when node B
is forwarding the request packet, the candidate node N will not be selected since that it is
an internal node, that is, node B’s SIC shows that services in group “a” seen by node N are
provided by node A, whose service information is already cached by node B. Since that node
B knows that the service provided by node A is “a_1", which does not match the request,
the request will not be forwarded to node N. As a result, only 3 request packets will be sent.

However, in CNPGSDP, the appended information in SIC is not exhaustively used to
reduce request packets. For example, in Fig. 3, both node H and K are selected as valid
candidate nodes and so a request packet is broadcasted to their corresponding relay nodes D
and C. But the SIC already shows that the services of group “a” seen by both node H and K
are provided by nodes A and J. That means that both nodes H and K have already cached
the services. Hence, a request packet sent to either of them is enough to determine whether
there is a match. Considering this, FNMGSDP is proposed in this paper, which minimized
the number of forward nodes when forwarding request packets by making full use of the SIC
information.
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packet | packet | sender | server | local | local | other |original| remain| life
type id id id service | group | group | hop hop time
packet | packet | sender | source | requested | receiver | remain
type id id id service list hop
group | group group
number| item item
receiver | node node
number id id
node | group | node node
number id id id
(a) (b)
packet | source | packet | receiver | replier service predecessor | packet | source life
type id id id id description id id id time
(c) (d
packet | server | neighbor local | local | other | hop- | life
id id id service | group | group | dist |time
group | group group
number | item item
node | group | node node
number id id id
(e)

Fig. 4 Data structures in FNMGSDP. a structure of a service advertisement packet; b structure of a service
request packet; ¢ structure of a service reply packet; d structure of a RRT item; e structure of a SIC item

3 FNMGSDP

Packet manipulation processes and data structures of FNMGSDP are all very similar to
those of CNPGSDP [11]. FNMGSDP enhances CNPGSDP mainly by using an optimized
algorithm to reduce valid candidate number when forwarding request packets.

3.1 Data Structures and Packet Formats in FNMGSDP

Although most data structures and packet formats in FNMGSDP are the same to those in
CNPGSDP [11], these structures are listed here for convenience.

3.1.1 Format of Service Advertisement Packet

The format of the service advertisement packet is shown in Fig. 4a. Its fields are described
as follows:

packet-type: indicates packet type, i.e., it is a service advertisement packet.

packet-id: a number increases monotonically with each service advertisement
packet generated by the node. It is used to identify different
advertisement packets from the same node.

sender-id: indicates the direct sender of the packet.

server-id: indicates the server that generates the service advertisement packet.

local-service:  stores the description of the services provided by the server indicated

by server-id.
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service-group:

other-group:

original-hop:

remain-hop:

life-time:

stores the list of the service groups that the services in the
local-service field belong to.

this compound field encloses the list of service groups that

the services provided by nodes in the d-hop neighbor set of the server
belong to and these servers. Each group-item subfield contains the
group-id and the corresponding list of servers.

indicates the number of hops the advertisement packet can travel,
which is set by the client.

indicates the remaining number of hops that the packet can travel.
Before forwarding the packet, the remain-hop field will be decreased
by 1. The remain-hop field is initialized to a user defined value.
indicates the time period that the information in the packet can be
cached in receivers’ SIC.

3.1.2 Format of Service Request Packet

The format of the service request packet is shown in Fig. 4b. Its fields are described as follows:

packet-type:
packet-id:

sender-id:
source-id:

receiver-list:

indicates packet type.

a number increasing monotonically with each request packet
from a client.

indicates the direct sender of the packet.

indicates the node that generates the request packet. A pair
(source-id, packet-id) uniquely identifies a SDP session.

The receiver-list compound field stores the list of

receivers selected by the sender. Its receiver-number subfield
indicates the number of receivers in the list.

request-description:  stores the description the requested service.

remain-hop:

indicates the number of hops that the packet can still travel.
If this field is O, the packet will be dropped.

3.1.3 Format of Service Reply Packet

The format of the service reply packet is shown in Fig. 4c. Its fields are described as follows:

packet-type:
source-id:

packet-id:

receiver-id:
replier-id:

indicates packet type.

indicates the node that generates the corresponding request
packet.

the value of the packet-id field of the corresponding request
packet

indicates the next-hop node of the reply packet.

indicates the node that generates the reply packet.

service-description:  stores the description of the matched services.

3.1.4 Structure of RRT

Each node maintains a RRT (Reverse Route Table), which is used in two tasks: (1) checking
duplicated request packets, and (2) routing service reply packets to the corresponding source
node. Fig. 4d shows the structure of an RRT entry. The predecessor-id field indicates the
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Fig. 5 Example of service request packet forwarding process in FNMGSDP

node from which the request packet is received. The packet-id field and the source-id field
are the same to those of a request packet.

3.1.5 Structure of SIC

SIC is used to cache service advertisement packets. Structure of SIC is shown in Fig. 4e. All
fields are the same as those of the service advertisement packet except for: (1) the neighbor-
id field indicates the node from which the service advertisement packet is received; (2) the
hop-dist field indicates the number of hops from the current node to the corresponding server
who originates the advertisement packet, which is obtained by subtracting the value of the

remain-hop field from the value of the original-hop field of the corresponding advertisement
packet.

3.2 Preliminaries of Request Packet Forwarding Algorithm in FNMGSDP

In the following text, some preliminaries of the request packet forwarding algorithm in
FNMGSDP are described with the scenario shown in Fig. 5 as an example. The exam-
ple shows the forwarding process of a SDP session searching for service “a_3” origi-
nated at node A. In Fig. 5, hop limits of service advertisement packets and service request
packets are set to 2. Meanings of the symbols in the figure are just the same to those in

Figs. 1, 2, and 3. Detailed processes of forward nodes selection performed by nodes A and
C are shown in Table 1.

3.2.1 Symbols

Table 1 lists some symbols used in the description of FNMGSDP in the following text. To
facilitate the understanding of the symbols, some examples with node C is the current node
are given in the corresponding 3rd column.
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Table 1 List of symbols

Symbol

Meaning

Examples

c

R(1)

Ny (u)

e(u,s)

E(u)
He(u,s, g)

S(u)
Clu, 8)

fu,s)

F(u, g)
Cyu, fo,8)

Crlu,8)

Hppp(u, g)

Hy(u, fo,8)

The client that generates the current
service request
The current node

The sender of the service request
packet received by u

The maximum number of hops that
advertisement packets can travel

The group that the requested service
belongs to

The set of nodes stored in the
receiver-list field of the service
request packet sent by node ¢.
These nodes should forward the
service request packet. At the
service request packet’s client
u,t =u, R(t) ={u}

The set of nodes that are at most
x-hop away from node u. It is node
u’s x-hop neighbor set (excluding
node u itself)

The entry that corresponds to server s
in node u’s SIC

The set of all entries in node u’s SIC

The set of nodes in Ny (s) that
provide some services belonging to
group g, where node s is a server in
Ng4(u). In other words, H (u, s, g)
is the set of nodes in the group-item
field in e(u, s)’s other-group field
whose group-id field is g

The set of servers in N (u)

C(u,8) = {s|Hc (u,s,8) # Y,
s €S}

The node indicated by the
neighbor-id field of the entry
corresponding to node s in u’s SIC.
It is the next-hop node on the path
from node u to s

F(u,g) ={fu s)ls €Cu.g)

Cr (u, fo,8) = {sls € C(u, 8),
fu,s) = fo}

Cr(u,8) ={sls €
C(u,g),e(u,s)hop —dist >
Vremain—hop} Here Viemain—hop 18
the value of the request packet’s
remain-hop field

HaL(w, )= U

seC(u,g)

He(u, fo.8) = U

s€Cr(u. fo.8)

Hc(u,s, g)

Hc(u,s, g)

A

Ny (C)={A,B,D,E,F,H I K}

e(C, F) corresponds to the 3rd item
of node C’s SIC
E(C)={e(C,A),e(C,B),e(C,F),e(C,K)}

Hc (C,F,a) ={G}Hc (C,K,a) ={A, J}

S(C)={A,B,F,K}
C(C,a) ={B,F,K}

f(C.A) =A; f(C,B) = A;
f(C. F)=E; f(C,K)=K;

F(C,a)={f(u,s)|s e C(C,a)} ={A, E, K}

Cs(C,A,a)={s|s € C(C,a), f(C,s) = A}
={A, B}

Cr(C,a)={s|s €
C(C,a),e(u,s).hop—dist > 1} ={B, F}

HaLL(C,a) ={A, G, J}

Hi (C, A,a) ={A}H; (C, E,a)
={G} H; (C, K,a) ={A, ]}
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3.2.2 Definitions

Definition 1: (Candidate Node) All nodes in C(u, g) are called as Candidate Nodes of
node u.

Definition 2: (Forward Node) The node indicated by f(u, s) is called as the Forward
Node corresponding to server s relative to the current node u.

Definition 3: (Far Candidate Node) All candidate nodes in Cg(u, g) are called as Far
Candidate Node.

Definition 4: (Hidden Server) Each node in H.(u, s, g) is called as a hidden server of
server s relative to the current node u.

Definition 5: (Extended Coverage) If node c receives a request packet of a SDP session,
then each server s in Ng4(c) is in the extended-coverage of the SDP session. In this case,
server s is said extendedly-covered by the SDP session, or s is extendedly-covered by
node c.

Defnition 6: (Virtual Coverage) If node u sends a request packet towards a candidate
node ¢, then we said that all hidden servers in H.(u, ¢, g) are in the virtual-coverage of
the current node u. We can also said that servers in H.(u, ¢, g) are all virtually-covered
by node u.

Definition 7: (Coverage-Needed Hidden Server) When making request packet forward-
ing decisions, not all hidden servers are necessary to be virtual covered by the current
node, because that the current node may be sure basing on locally available information
that some hidden servers are not necessary to be considered. A hidden server that should
be virtually-covered by the node u is called as a coverage-needed hidden server of a
node u.

For example, when node C making request packet forwarding decisions in Fig. 5, it knows
that as the client of the current session, node A must not know any matched services. Hence,
although node A and J are both hidden servers of node C, the hidden server A is not its
Coverage-Needed Hidden Server. The set of all Coverage-Needed Hidden Servers of node
Cis{J}.

We denote the set of coverage-needed hidden servers of the current node u as Hrc (u, g).
Obviously, Hyc (u, &) € HaLL (4, g).

From the definition of Coverage-Needed Hidden Server, so long as the current node could
guarantee that all its Coverage-Needed Hidden Servers are in the virtual coverage of the
current node, then all hidden servers of the current node are guaranteed in the current service
request session.

Defnition 8: DFNS (Dominating Forward Node Set) When forwarding request packets,
a DFNS of the current node u is a set of forward nodes guaranteeing that all hidden
servers seen by the current node u could be extendedly-covered by the current SDP
session. A DFNS of the current node u is denoted as Fprns(u, g) in the following
text.

3.2.3 Find Minimum Dominating Forward Node Set

Each forward node will have to forward the service request packet, unless that it found
matched services or hop-limit is reached. Hence, in order to reduce request packet overhead,
the size of DFNS should be minimized. The task of finding a DFNS with minimum size is
called as DENS problem.
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Using H to represent the set of coverage-needed hidden servers Hrc (u, g), C to repre-
sent the family of sets {H ¢ (u, fo, g)|fo € F(u, g)}, and F to represent the set of all forward
nodes F(u, g), the DFNS problem can be defined as follows:

DFNS problem: Given H, C,and F, find adominating forwardnode set Fprys(u, g) C F
with minimum size.

Since UfecHy(u, fo,8) = Hapr(u,g) 2 H and there is a 1-to-1 correspondence
between C and F, the decision version DFNS Problem can be defined formally as follows:

DFNS problem (decision version): Given a positive integer k, H = {hy, ..., hy},C =
{C1,...,Cn}, and Uc,ccC; D H, decides whether there is subset B € C with size k such
that Uc,epCi 2 H.

Theorem 1 The DFNS problem is NP-complete.

Proof First, we show that the DFNS problem belongs to NP. Suppose we are given a solution
Fprns(u, g) and an integer k. The size of Fprys(u, g) can be verified in O (1). Whether
Fprns(u, g) is a dominating forward node set can be verified in O (n?), where n is the
maximum number of hidden servers of a node. Hence, the total time needed for verification
is in polynomial time.

Now we show the DFENS problem is NP-hard by showing that a well-known NP-complete
problem, the Set Cover (SC) problem [22], is polynomially reducible to the DFNS problem,
ie., SC <, DFNS.

The definition of the SC Problem is as follows:

Set Cover: Given U = {uy,...,un},S ={S1,..., S}, S C UG =1,...,m), and
Us;esSi = U, asubset S C S is a set cover of U if Ug, ey S; = U.

Set Cover problem (decision version): Given an positive integer k', U = {uy, ..., u,},
S={S1,....8},8 CU@G=1,...,m)and Ug,csS; = U, determines whether there is a
set cover S’ C S with size kK’ such that Ug,cgS; = U.

With the help of 7" = {T/,....T,}. (UTl_/ev,Tl/) NU = &, the reduction function f
converts U, S and k" of SC problem to H, C and k of DFNS problem as follows, where
k=K,

H={hy,hy,.... 0y} ={ur,uz,...,un} =U,
C:{Cl,Cz,...,Cm}:{SlUTl/,SzUTz/,...,SmUT,;}.

Clearly, f can be performed in polynomial time as H and C can be obtained in O (n)
time.

Then we show that f is a reduction function: a DFENS of size k can be found in (H, C) if
and only if U has a set cover of size k’.

We first show that if U has a set cover of size k', (H, C) must have a DFNS of size k.
Assume that S’ is a set cover of U with size k', and V = {i|S;cS’}, then,

Uc,:U(sius;)=(Usi)u(Us;)g Usi=v=~r.

ieV ieV ieV ieV ieV
Hence, C' = {C;|i € V}is a DFENS of (H, C). Moreover, its size is k = k’.
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Conversely, if (H, C) has a DFNS of size k, U must have a set cover of size k. Assume
that C’ is a DFNS of size k and V' = {i|C; € C'}, then we have:

U:H:(gFODH:(gy&U$)OH
(W) )((9))
(W) ) (())
(é&&ﬂU)U@

()

U&QU (1)

eV’

As such, we have

According to the definition of SC problem, we have

USZ'E U S;i=U 2)

eV’ ie{l,....m)

Combining Egs. (1) and (2), we get

U&:u

ieV’

Thus, $’ = {S;|i € V'}is aset cover of U, and its size is k' = k.
Therefore, the DENS problem is NP-Complete. O

Since that DFNS is an NP-complete problem, the following greedy heuristics is proposed
in FNMGSDP to select a dominating forward node set Fprys(u, g) from H, C, and F.

Algorithm Greedy Minimum DFNS Algorithm

1. Let Fprns(u, g) = @ (empty set), Hrc (u, g) = P.

Find node fy among F(u,g) with the maximum |(Hf(u, fo,g) N Hrc(u, 2)\

Hpc(u, g)|. In case of a tie, select fo with maximum |Hy(u, fo,g) N Hrc(u, g)l.

In case of a new tie, select fy with smallest ID.

Fprns(u, 8) = Fprns(u, g) + fo, F(u, g) = F(u, g) — fo,

4. Hpc(u,g) = Hrc(u, g) U Hy(u, fo, 8). If Hrc(u, g) 2 Hrc(u, g), exit; Otherwise,
go to Step 2.

e

Corollary 1 The approximation ratio of the greedy Minimum DFNS algorithm for DFNS
problem is In|H| + 1 (|H| means the size of set H).

@ Springer



Z. Gao et al.

Proof The approximation ratio of the similar greedy heuristics for SC problem is In|H| + 1
[22].

Since DFENS problem is intrinsically a SC problem, the approximation ratio of our algo-
rithm for DFNS problem is also In|H| + 1. m]

3.3 Service Request Forwarding Algorithm in FNMGSDP

When receiving a new service request packet, each node that knows about some matched ser-
vices should respond with a service reply packet. Otherwise, it forwards the service request
packet if either of the following two conditions is matched:

e The receiver-number field of the packet’s receiver-list field is 0.
e The receiver-number field of the packet’s receiver-list field is greater than O and the
current node is in the receiver-list field.

If the current node determines to forward the service request packet, it will perform the
following algorithm.

Algorithm Service Request Packet Forwarding

1. Determines the set of coverage-needed hidden servers using Eq. (3).

Calls the greedy Minimum DFNS algorithm to obtain a dominating forward node set
FDFNS(u5 g) from HTC(“? g)s F(M, g)> and {Hf(uv va g)|f0 € F(I/t, g)}

3. Enclosesnodesin Fprys(u, g) into the service request packet’s receiver-list compound
field, and set the receiver-number sub-field of the receiver-list field to the number of
nodes in Fprns(u, g).

4. Decreases the remain-hop field by 1.

5. Sends out the service request packet in broadcast mode.

Hre(u, g) = U He(u,s,g) — R(t) U{c,t1,u}UC(u, g)
s€C(u,g)\Cr(u,g)

- U He(u, s, 8) 3)

se(R(HU{c,t,u})NC(u,g)

3.4 Determining the Set of Coverage-Needed Hidden Servers

In the service request packet forwarding algorithm used in FNMGSDP, the set of Hr ¢ (u, g)
is determined according to Eq. (3). The correctness of excluding R(#) U {¢, u} U C(u, g) and
Use(R(t)U{t,u})ﬁC(u, g) He(u, s, g) from Hrc (u, g) when making request packet forwarding
decisions is shown in the following Lemmas 1 and 2 and Theorem 2. They are based on the
assumption that packet transmissions are error free.

Lemmal R(t)U{c,t,u}UC(u, g) can be removed from Hrc (u, g).

Proof It will be proved by showing that for each node w € R(¢) U {c,t,u} U C(u, g), w
can be excluded from H7¢ (u, g). There are three cases:

e Ifw e {c,t,u}, then w has received the request packet no matter w is ¢, ¢ or u. Hence,
w has already been covered by the SDP session. In other words, it has already been
extendedly-covered by the SDP session. Therefore, w can be excluded from Hrc (u, g).
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e Ifw € R(t), then w is another valid receiver of the current request packet. Thus, w must
be able to receive the packet also. Hence, w can be covered by the SDP session. Hence,
w can be excluded from Hrc (u, g).

o IfweC(u,g)— R(t) —{c,t,u}, then since w € C(u, g), there must be a entry corre-
sponding to node w in node u’s SIC. Thus, w is extendedly-covered by the current SDP
session. Hence, w can be excluded from Hrc (u, g).

Hence, the lemma follows. O

Lemma 2 U H.(u, s, g) can be removed from Hrc(u, g).
se(R(t)V{c,t,up)NC(u, g)

Proof Tt will be proved by showing that for each node w € (R(t) U {c,t,u}) N
C(u, g), Hc(u, w, g) can be excluded from Hrc (u, g).
Since w € (R(t) U{c,t,u}) NC(u, g), w € R(t)U{c,t,u}and w € C(u, g).

e Sincew € R(t)U{c, t, u}, w must be able to receive a request packet of the SDP session.

e Since w € C(u, g), then for each w, there is a corresponding entry in the current node
u’s SIC. Hence, all hidden servers in Hc(u, w, g) have already been extendedly-covered
by the current SDP session. Thus, they can be removed from Hrc(u, g).

Hence, the lemma follows. ]

Theorem 2 The set of coverage-needed hidden servers of current node u can be expressed
as:

Hrew,g)=  |J  Helw,s,9) = RO Ufe,1,u} UC, g)
seC(u,g)\Cg(u,g8)

- U He(u,s, 8)

se(R(OU{c,t. uhNC(u,g)

Proof The set of all hidden servers seen by the current node u is Hary (u, g). However,
considering the hop limit of service request packets, Far Candidate Nodes in Cg(u, g) are
unreachable for the request packet from the current node u. Thus, the set of hidden servers
that could be virtually-covered by the current node u can be expressed as:

Hee(u, g) = U  Hs .
s€C(u,8)\Cr(u,8)

Additionally, some hidden servers can be removed.

e According to Lemma 1, R(¢) U {c, t, u} U S(u, g) can be removed.
e According to Lemma 2, U cr()uie,r.upncu,g) He (4, 5, g) can be removed.

Thus, the expression of Hr¢(u, g) can be obtained easily as shown in this theorem. O

In FNMGSDP, the size of dominating forward node set is minimized. Hence, this scheme
is called as FNM (Forward Node Minimization). Correspondingly, the protocol is called
as FNMGSDP (Forward Node Minimization enhanced Group-based Service Discovery
Protocol).

FNMGSDP tries to reduce request packet overhead at the expense of computation com-
plexity. But considering that packet transmission consumes the main part of power consump-
tion of wireless nodes, and power energy is more critical than computing resource and memory
resource, the approach of FNMGSDP to enhance protocol performance is acceptable.
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Table 2 Forward node selection process of nodes A and C

Process Selection process of node A Selection process of node C
u,c,t, R(t) u=A,c=At=A Rt = (A} u=C,c=A,t=A,R({t) ={C)
S(u) S(A)=(B,C, H,K, N} S(C)=1{A, B, F,K)
Cu, g) C(A,g)={B,C,H,K, N} C(C,g) ={B,F,K}
Cr(u, g) Cr(A, 9)={} Cr(C,g) ={B, F}
(A.B)=B.[(A.C) =C.
Flu.g) f(A,H)=D, f(A,K)=C, F(C.B)=A,f(C.F)=E. f(C.K)=K
f(A,N)=B
Cr(C A g) =1{slseC(C,g),
Cr(A,C,g) ={sls € C(A, ), f(C,s)=A}={B}
f(A,s)=CHC, K} Cr(C.E, g) =1{slseC(C,g),
Craefo-8)  c(a,B.g) = lsls € C(A. g). F(C.s) = E} = (F)
f(A,s) =B} ={B, N} Cf(C,K,g)z{s\seC(C,g),
f(C,s)=K}={K}
Fu, g) F(A,g) ={(B,C} F(C.g)={A,E. K}
Hc(A, B, g) = {A},
Hc(A,C,g) ={A}, H:(C, B, g) ={A},
He(u,s, g) H:(A, N, g) ={A}, Hc(C, F,g) ={G},
Hc(A H, g) ={A, J}, He(C, K, 8) =1{A, J},
H:(A,K,g)={A,J}
Hp(A, B.g) = (A), ", _
- £(C.A, ) = (B},
Hpw fog)  TTACO= AT B = 1R,
—{AYU{A )= (A, gy Tr(C KO ={K)
Hre@.g) — Hre(A.g) =) Hre(C.g) = 1)
Fprns(u,g)  Fprns(A,g) ={C} Fprns(C, g) ={K}
Request packet  {A,“a_3",C, 1} {A,“a_3", K, 0}

3.5 Example of Spreading Process a Service Discovery Session in FNMGSDP

Detailed spreading process of the service discovery session in Fig. 5 where FNMGSDP is
used is shown in Table 2.

Since that no local services match the request, node A selects its forward nodes follow-
ing the process shown in the second column in Table 2. At last, only one forward node
C is selected. Correspondingly, the request packet with content {A, “a_3”, C, 1} is sent in
broadcast mode.

Similarly, when receiving the service request packet sent by node A, node C selects its
forward nodes following the process as shown in the third column in Table 2. Hence, only
one forward node K is selected and the request packet with content {A, “a_3", K, 0} is sent
in broadcast mode.

When receiving the service request packet sent by node C, Node K finds from its SIC
that node J provides a service that matches the request. Hence, node H sends out a service
reply packet which will arrive at the source node A along the path K-C-A.

Hrc(A, g) and Hrc(C, g) are obtained individually as follows:

Hrc(A, g) = U  Hews @ —R@OUfe,,u}UCw, g
s€C(u,8)\Cr(u,g)

- U HC(M,S, g)

se(R(HY{c,t,u)NC(u,g)
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= U H.(A,s,8) — {A}U{A, A, A}UC(A, g)
s€C(A,8)\Cr(A,g8)
- U He(A,s,8)
se({AJU{A,A,A})NC(A,g)
= U  He(A.s.9)—{A}U{A, A, A)U(B,C, H K, N)
se{B,C,H,K,N}
- U H.(A, s, 8)
se({AJU{A,A,AD)N{B,C,H,K,N}
={A,J} —{A,B,C,H,K,N} —{} = {J}

Hre(C.9)= ) He(ws,9)— R0 Ufe,t,ubUCu, )
s€C(u,e)\Cru,g)
—_ U HC(”7 S? g)
se(R()U{c,t,u)NC(u,g)
_ U H.(C,s,8) —{C}U{A, A,CYUC(C, g)
s€C(C,g)\Cr(C,2)
_ U H.(C,s,8)
se({CIU{A,A,CHNC(C,g)
= |J He(C.5s.9) = {C}U{A,A.C}U(B. F. K}
se{K}

- U H.(C,s,8)

se((CIU{A,A,CHN{B,F.K}
={A, J} —{A,B,C,F,K} - {} = {J}

4 Performance Simulations
4.1 Select Service Discovery Protocols to Be Tested

To verify the effectivity of the improvements made in FNMGSDP, FNMGSDP and its
predecessors GSD, PCPGSD, CNPGSDP are all included in our comparative simulation stud-
ies. Additionally, flood is used as the benchmark of our simulation analysis. Besides above
selected schemes, a theoretically optimized scheme that searching the network using the
breadth-first scheme is used to show the most ideal performance of service discovery proto-
cols. This optimized scheme is designated as IDEAL in the following text. Thus, the schemes
examined in our simulation study are: IDEAL, FLOOD, GSD, PCPGSD, CNPGSDP, and
FNMGSDP.

4.2 Performance Metrics

The performance metrics considered in our simulations include: (1) number of service dis-
covery packets, which is averaged over all service discovery sessions except for self matched
sessions where matched services are found in the client’s local cache. This metric is the sum
of the following two metrics; (2) number of request packets, which is also averaged over
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Table 3 Basic parameters

Parameters Value
Scenario 1,000 x 1,000 m
Node number 100
Simulation time 1,000s
Wireless bandwidth 1(Mbps)
SDP session number 100
Service advertisement interval 20 (s)
Valid time of SIC item 21 (s)
Number of servers 50
Maximum hop of advertisement packets 2
Number of service group 2
Number of service info in each group 5
Maximum hop of request packets 3

Node speed max 10 (m/s)
Node speed min 0 (m/s)
RWP pause time(s) 100 (s)

all service discovery sessions; (3) number of reply packets, which is also averaged over all
service discovery sessions; (4) percent of succeeded service discovery sessions, which reflects
the effectiveness of service discovery protocols; (5) Response time, which is the interval
between the arrival of the first reply packet and the origination of the corresponding request
packet. This metric is averaged over all succeeded but not self-matched SDP sessions. It
measures the promptness of service discovery protocols.

The enhancements of FNMGSDP over its predecessors can be best understood by study-
ing the number of candidate nodes of different categories, such as Far Candidate Nodes,
Internal Candidate nodes, External Candidate nodes, etc. Hence, the corresponding data are
also collected and shown in the following text.

4.3 Simulation Settings

Simulation studies are performed using GloMoSim [23]. The DCF (Distributed Coordination
Function) of IEEE 802.11 is used as the underlying MAC protocol. Random waypoint model
is used as the mobility model. In this model, nodes move towards their destinations with a
randomly selected constant speed V. When reaching its destination, a node keeps static for
a random period 7p. When the period expires, the node randomly selects a new destination
and moves to the new destination with a new speed. The process will repeat permanently. In
our simulations, Tp is fixed at 0.

Some basic parameters used in all these simulations are shown in Table 3. At the beginning
of each simulation, 100 nodes are randomly distributed in the scenario, and a predetermined
number of nodes are randomly selected as servers which provide randomly selected services.
During each simulation, 100 SDP sessions are started at randomly selected time by randomly
selected clients. For each simulation experiment, 50 simulations were performed. Simulation
results shown in the following section are all averaged over 50 simulations. Error bars in all
the following figures report 95% confidence.
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4.4 Simulation Results
4.4.1 Effects of Radio Range

To inspect the effect of radio range on protocol performances, three simulation sets are
performed. The radio ranges in these simulation sets are set to 100, 150, and 200 m, respec-
tively. The results are shown in Fig. 6.

Under different radio range, FNMGSDP has the lowest service discovery packet overhead
(Fig. 6a). When radio range is 200m, average numbers of service discovery packets for each
service discovery session for GSD, PCPGSD, CNPGSDP, and FNMGSDP are about 64,
20, 14, and 9, respectively. FNMGSDP’s lowest service discovery packet overhead mainly
resulted from its least request packet overhead (Fig. 6b), which makes up the main body
of service discovery packets. RNMGSDP is not the protocol that has the least reply packet
overhead (Fig. 6¢c). However, since that reply packets are quite fewer than request pack-
ets, service discovery packets in FNMGSDP are still fewer than other protocols. There are
no distinctive differences between FNMGSDP and its predecessors in terms of percent of
succeeded service discovery sessions (Fig. 6d). Service discovery response in FNMGSDP
is quicker than other protocols except for IDEAL as shown in Fig. 6e. This is due to the
service advertisement packet spreading operation, which leads to the situation that all nodes
in a server’s d-hop neighbor set can see the services provided by the server. Thus, a service
request will be matched in fewer hops. In our implementation, packet transmission time is
not simulated in IDEAL, hence response time of IDEAL is Os.

The superiority of FNMGSDP over its predecessors can be better explained by the num-
bers of candidate nodes of different categories, as shown in Fig. 6f. In this figure, the curve
designated as “Candidate” represents the average number of candidate nodes of a node when
forwarding a service request packet. The curves designated as “FarCandidate”, “IntCandi-
date”, “ExtCandidate” represents the average number of far candidate nodes, internal candi-
date nodes, and external candidate nodes, respectively. The curve designated as “Forward”
represents the average number of forward nodes selected by a node when forwarding service
request packets. The curve designated as “DFNSNode” represents the number of DFNS-
Nodes selected by FNMGSDP protocol. As radio range increases, the number of candidate
nodes and external candidate nodes increase correspondingly. When radio range is 200 m, the
number of candidate nodes, far candidate nodes, internal candidate nodes, external candidate
nodes, forward nodes, and DFENS nodes are 18.51, 3.2, 2.7, 12.6, 7.0, and 2.2, respectively.

4.4.2 Effects of Maximum Hop of Service Advertisement Packets

To inspect the effect of maximum hop of service advertisement packets on protocol per-
formances, four additional simulation sets are performed. The maximum hop of service
advertisement packet in the simulation sets are set to 1, 2, 3, and 4, respectively. In all these
simulations, radio range is fixed to 150 m. The results are shown in Fig. 7.

Figure 7b shows that, as maximum hop that service advertisement packets can travel
increases, service request packet overhead of GSD increase sharply, while in other GSD
based protocols especially FNMGSDP, this metric drops down. This is easy to explain.
As the maximum hop increases, service description of each service tends to be cached at
more nodes. Hence, when forwarding service request packets, more candidate nodes will be
found. Since that, In GSD, a request packet will be sent to each candidate node, the number
of request packets will increase greatly. However, in other GSD-based protocols, BSU is
used to substitute one request packet for these unicast packets in GSD, which eliminates the
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Fig. 6 Effects of radio range. a number of service discovery packets per session; b number of service request
packets per session; ¢ number of service reply packets per session; d percent of succeeded service discovery
sessions; e response time; f number of candidate nodes of different categories

negative effect of more candidate nodes. Along with other effective schemes, the request
packet overhead in FNMGSDP decreases greatly. The result in Fig. 7e confirms the expla-
nation. As the maximum hop of service advertisement packets increases, the number of
candidate nodes and far candidate nodes increase sharply. When maximum hop is 4, the
number of candidate nodes, far candidate nodes, internal candidate nodes, external candidate
nodes, forward nodes, and DENS nodes are 21, 11.7, 1.9, 7.3, 3.4, and 1.5, respectively. Since
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Fig. 7 Effects of maximum hop of service advertisement packets. a number of service discovery packets per
session b number of service request packets per session; ¢ number of service reply packets per session; d
percent of succeeded service discovery sessions; e response time; f number of candidate nodes of different
categories

that service request packets make up a high ratio in service discovery packets, the curves of
service discovery packet overhead in Fig. 7a show similar trend as those in Fig. 7b. Service
advertisement packet is not used in IDEAL and FLOOD, hence it has no effect on them.

Percent of succeeded SDP sessions in the group-based protocols are higher than IDEAL,
this is because that service advertisement packets spreads service information in the network.
This is to say, the service description of a service may be cached by some other nodes, and
these nodes can also respond to service requests, which is the so called server-manifold-effect
in Reference [11].

@ Springer



Z. Gao et al.

(7]

2 14 =~ IDEAL @ 14 = IDEAL

» =+ FLOOD 2 13 - FLOOD
25 13 —— GSD [} —— GSD

a —— PCPGSD o q2 —o— PCPGSD
® 12 CNPGSDP @ CNPGSDP
© —= FNMGSDP 2 11 —— FNMGSDP
s M S 10

g o

S 0 7 e

g 9 Z 8

3 8 o

2 ° 7

©

g 7 2 6

e 6 & 5

3 5 © 4

s 3

é (1,10) (2,5) (3,3 (5,2) (10,1) 5 (1,10) (2,5) (3,3) (5,2) (10,1)
§ Group number(Group,Info) z Group number(Group,Info)

(a) (b)

(%]
c
Qo
§ 2
g 18 /%\ 8 055
% 16 ,,,,,,%// \} g
5 - R ] g oes
@ 1.4 —— GSD 3
b —— PCPGSD 5 0.45
x CNPGSDP o)
S 1.2 —— FNMGSDP Rs]
8 3 % S 04
= 1 J 3 g
& b B 035
° 0.8 o —v— FNMGSDP
g ® 03 %
S 0.6 g % -
o 3 025 % -
© 0.4 5 )
9] Pt
£ (1,10) (2,5) (3.3) (5.2 (10,1) § (1,10) (2,5) (3,3) (5.2) (10,1)
=] =
z Group number(Group,Info) 2 Group number(Group, Info)

(© (d)

0.04 8 o ! ‘ ‘ ‘
S  A—
0.035 } g 8 % —}\
003 % I A
) 1 € —— IntCandidate
2 0.025 2 g 6 —— ExtCandidate
£ = 2 Forward
3 0.02 - b 5 5 —— DFNSNode
FRTI LA —— ' o 4
Q. . %]
a — - s 3
g oo I T e g
—— GSD .46 2
0.005 B
—— FNMGSDP o o
0 g 0
(1,10) (2,5) (3,3) (5,2) (10,1) z (1,10) (2,5) (3,3) (5,2) (10,1)
Group number(Group,Info) Group number(Group,Info)

(e) ®

Fig. 8 Effects of (group, info) configuration. a number of service discovery packets per session; b number
of service request packets per session; ¢ number of service reply packets per session; d percent of succeeded
service discovery sessions; e response time; f number of candidate nodes of different categories

4.4.3 Effects of (Group, Info) Configuration
To inspect the effect of (group, info) configuration on protocol performance, five additional

simulation sets are performed. The two numbers in (group, info) represent group number
and service number in each group, respectively. The (group, info) configuration in these
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simulation experiments are set to (1, 10), (2, 5), (3, 3), (5, 2), and (10, 1), respectively. In all
these simulations, radio range is fixed to 100 m. Experiment results are shown in Fig. 8.

As group number increases and service number in each group decreases, the guiding
effect of the group information when forwarding service request packets becoming dimin-
ished. There will be more cases that there are no candidate nodes. Hence, more request
packets will be forwarded in FLOOD mode. As a result, the group-based protocols are
degraded to FLOOD schemes, which is confirmed by results in Fig. 8a, b. With the help of
server-manifold-effect, the group-based protocols outperform FLOOD. Averaged number of
service reply packets in GSD is only about 0.4, which is much smaller than those of other
group-based protocols, as shown in Fig. 8c. Hence, the percent of succeeded SDP sessions
in GSD is lower than those of other group-based protocols, as shown in Fig. 8d.

In a summary, simulation results show the superiority of FNMGSDP, and the schemes
made to FNMGSDP are efficient in reducing service request packets.

5 Conclusions

In this paper, FNMGSDP is proposed to improve CNPGSDP protocol. FNMGSDP mini-
mizes the number of forward nodes when forward request packets by making full use of
the information in SIC. Simulation results showed the efficiency of FNMGSDP. Although
FNMGSDP requires a little more computation ability, but considering that packet transmis-
sion consumes the main part of power consumption of wireless nodes, and power energy is
more critical than computing resource and memory resource, FNMGSDP is more preferable
than its predecessors.

In the current design, the number of forward nodes of a service request packet is mini-
mized by using a greedy heuristic algorithm. However, if the number of forward nodes is 0,
the service request packet will be broadcasted to all neighbors. The spreading of broadcasted
service request packets leads to much packet overhead. We are studying new efficient algo-
rithms to resolve this problem. Additionally, nodes that receive reply packets only forward
the packets further, not taking full advantage of the service information in these packets. We
suspect that service discovery can benefit a lot from the service information in reply packets.
We are investigating a new version service discovery protocol that makes use of the service
information in reply packets. Study on adaptive service information cache algorithms is also
planed.

Acknowledgments This work is jointly supported by: National Science Foundation of China (No.
60703090); Young Promising Researcher Supporting Project of Harbin Engineering University (No. 0811).

References

1. IETF. Mobile ad-hoc network (MANET) working group. Mobile ad-hoc networks (MANET). Available:
http://www.ietf.org/html.charters/manet-charter.html. 2007.03.

2. Hermann, R., Husemann, D., Moser, M., Nidd, M., Rohner, C., & Schade, A. (2001). DEAPspace—
transient ad hoc networking of pervasive devices. Computer Networks, 35(4), 411-428.

3. Nidd, M. (2001). Service discovery in DEAPspace. IEEE Personal Communications, 8(4), 39—45.

4. Motegi, S., Yoshihara, K., & Horiuchi, H. (2002). Service discovery for wireless ad hoc networks. In
Proceedings of 5th international symposium wireless personal multimedia communications, (WPMC’02)
(pp- 232-236).

5. Engelstad, P. E., & Zheng, Y. (2005). Evaluation of service discovery architectures for mobile ad
hoc networks. In Proceedings of the 2nd annual conference on wireless on-demand networks and
services (WONS’05) (pp. 2—-15). St. Moritz, Switzerland.

@ Springer


http://www.ietf.org/html.charters/manet-charter.html

Z. Gao et al.

20.

21.

22.

23.

Ververidis, C. N., & Polyzos, G. C. (2005). Routing layer support for service discovery in mobile ad
hoc networks. In Proceedings of the 3rd IEEE international conference on pervasive computing and
communications-pervasive wireless networking workshop (PerCom’05) (pp. 258-262) Kauai Island,
Hawaii, USA.

Helal, S., Desai, N., Verma, V., & Lee. C. (2003). Konark—a service discovery and delivery protocol
for ad-hoc networks. In Proceedings of the 3rd IEEE conference on wireless communication networks
(WCNC’03) (pp. 2107-2133).

Chakraborty, D., Joshi, A., Yesha, Y., & Finin, T. (2002). GSD: A novel group-based service discovery
protocol for MANETS. In Proceedings the 4th IEEE conference on mobile and wireless communications
networks (MWCN’02) (pp. 140-144).

Chakraborty, D., Joshi, A., Yesha, Y., & Finin, T. (2006). Towards distributed service discovery in
pervasive computing environments. IEEE Transactions on Mobile Computing, 5(2), 97-112.

Gao, Z.G., Wang, L., Yang, X.Z., & Wen, D.X. (2006). PCPGSD: An enhanced GSD service discovery
protocol for MANETSs. Computer Communications, 29(12), 2433-2445.

. Gao, Z.G., Wang, L., Yang, M., & Yang, X.Z. (2006). CNPGSDP: An efficient group-based service

discovery protocol for MANETSs. Computer Networks, 50(16), 3165-3182.

Ratsimor, O., Chakarborty, D., Joshi, A., & Finin, T. (2002). Allia: Alliance-based service discovery
for ad-hoc environments. Proceedings of the 2nd ACM international workshop on mobile commerce
(WMC’02) (pp. 1-9). Atlanta, Georgia, USA.

Kozat, U.C., & Tassiulas, L. (2003). Service discovery in mobile ad hoc networks: An overall
perspective on architectural choices and network layer support issues. Ad Hoc Networks, 2(1), 23-44.
Nordbotten, N.A., Skeie, T., & Aakvaag, N.D. (2004). Methods for service discovery in bluetooth
scatternets. Computer Communications, 27(11), 1087-1096.

Nuevo, J., & Grégoire, J. C. (2004). Proposition of a hierarchical service distribution architecture
for ad hoc networks based on the weighted clustering algorithm. Proceedings of the 5th european
wireless conference (EWC’04). Barcelona, Spain.

Liu, J.C., Zhang, Q., Zhu, W.W.,, & Li, B. (2003). Service locating for large-scale mobile ad Hoc
network. International Journal of Wireless Information Networks, 10(1), 33-40.

Yoon, H. J, Lee, E. J., Jeong, H., & Kim, J. S. (2004). Proximity-based overlay routing for service
discovery in mobile ad hoc networks. Proceedings of the 19th international symposium on computer
and information sciences (ISCIS’04) (pp. 176-186).

Klein, M., Ries, B. K., & Oberiter, P. (2003). Lanes—a lightweight overlay for service discovery in
mobile ad hoc networks. In Proceedings of the 3rd workshop on applications and services in wireless
networks (ASWN’03) (pp. 101-112). Berne, Switzerland.

Klein, M., Ries, B. K., & Obreiter, P. (2003). Service rings—a semantic overlay for service discovery
in ad hoc networks. In Proceedings of the 14th international workshop on database and expert systems
applications (DEXA’03) (pp. 180-185). Prague, Czech.

Klein, M., & Ries, B. K. (2002). Multi-layer clusters in ad-hoc networks—an approach to service
discovery. In Proceedings of the Ist international workshop on peer-to-peer computing (IWP2PC’02)
(pp- 187-201). Pisa, Italy.

Gao, Z. G., Yang, Y. T., Zhao, J., Cui, J. W., & Li, X. (2006). Service discovery protocols for
MANETS: A survey. In Proceedings of the 2nd international conference on mobile ad hoc and sensor
networks (MSN’06) (pp. 232-243), Hong Kong, China.

Chvatal, V. (1979). A greedy heuristic for the set-covering problem. Mathematics of Operations
Research, 4(3), 233-235.

Gao, Z. G. (2007). GloMoSim network simulator—from a beginner to an expert (pp. 137-157).
Harbin: Press of Harbin Institute of Technology.

@ Springer



FNMGSDP: An Optimized Group-Based Service Discovery Protocol for MANETS

Author Biographies

Zhenguo Gao He is now a professor in Harbin Engineering University,
Harbin, China, received his BS and MS degree in Mechanical and Elec-
trical Engineering from Harbin Institute of Technology, Harbin, China,
in 1999 and 2001, respectively. Then he received his Ph.D degree in
Computer Architecture from Harbin Institute of Technology, Harbin,
China, in 2006. He is now a faculty member of College of Automation
of Harbin Engineering University. His research interests include wire-
less ad hoc network, sensor network, pervasive computing, etc. He is
a senior member of China Computer Federation. He received National
Science Foundation Career Award in 2007 and Outstanding Junior Fac-
ulty Award of Harbin Engineering University in 2008. He is severing
as a viewer for project proposals for National science foundation of
China, Ministry of Education of China, Science Foundation of Hei-
longjiang Province, China. He is also serving as a viewer for many
journals including IEEE Transactions on Mobile Computing, Wireless
Networks and Mobile Computing, Journal of Parallel and Distributed

Computing, IETE Technical Review, Journal of Electronics (Chinese), Journal of Astronautics (Chinese).
He was a session chair in ICMA’2007 and organized a Special Session in CCNC’2010.

Ling Wang received her BS degree in mathematics from Heilongjiang
University in 1992 and the MS degree in control engineering from Hei-
longjiang University, in 1995. She received her Ph.D degree in electri-
cal engineering from University of Nevada, Las Vegas, USA, in 2003.
In 2004, she joined the faculty of the College of Computer Science and
Technology as an assistant professor. Her primary interests are in VLSI
design and various aspects of computer-aided design including wireless
network, hardware-software co-design, high-level synthesis, and low-
power system design.

Mei Yang received her Ph.D. degree in Computer Science from the
University of Texas at Dallas in 2003. She was appointed as an Assis-
tant Professor in the Department of Computer Science at Columbus
State University from Aug. 2003 to Aug. 2004. She is now an Assistant
Professor in the Department of Electrical and Computer Engineering at
University of Nevada, Las Vegas. Her research interests include wire-
less sensor networks, computer architectures, and embedded systems.

@ Springer



Z. Gao et al.

@ Springer

Jianping Wang received her Ph.D degree in Computer Science from
the University of Texas at Dallas in 2003. She was appointed as an
Assistant Professor in the Department of Computer Science at Colum-
bus State University from Aug. 2003 to Aug. 2004. She is now an
Associate Professor in the Department of Computer Science, City Uni-
versity of Hong Kong Kowloon, Hong Kong. Her research interests
include wireless sensor networks, service-oriented computing.



	FNMGSDP: An Optimized Group-Based Service Discovery Protocol for MANETs
	Abstract
	1 Introduction
	2 Overview of GSD Related Protocols
	2.1 GSD
	2.2 PCPGSD
	2.3 CNPGSDP

	3 FNMGSDP
	3.1 Data Structures and Packet Formats in FNMGSDP
	3.2 Preliminaries of Request Packet Forwarding Algorithm in FNMGSDP
	3.3 Service Request Forwarding Algorithm in FNMGSDP
	3.4 Determining the Set of Coverage-Needed Hidden Servers
	3.5 Example of Spreading Process a Service Discovery Session in FNMGSDP

	4 Performance Simulations
	4.1 Select Service Discovery Protocols to Be Tested
	4.2 Performance Metrics
	4.3 Simulation Settings
	4.4 Simulation Results

	5 Conclusions
	Acknowledgments


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


