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Abstract—In this paper, we introduce the concept of partial pro-
tection and propose an efficient solution for providing partial mul-
ticast protection given the dual-homing architecture in the access
network. In the dual-homing architecture, each destination is con-
nected to two edge routers to enhance the survivability in the ac-
cess network. The routing algorithm which finds a path from the
source to each edge router holds the key for the multicast protec-
tion. We study the problem of finding the best partial multicast
protection tree for the multicast session given the dual-homing ar-
chitecture assuming that the hop count on each path is limited.
We show the NP-completeness of the problem and propose the
Partition and Sharing (PAS) algorithm to solve the problem effi-
ciently. Simulation results show that the PAS algorithm achieves
performance very close to the computed lower bounds. The solu-
tion proposed in this paper fills the gap between traditional 100%
protection and non-protection subject to single link failure.

I. INTRODUCTION Fig. 1. An example of the dual-homing architecture.

Multicast is a means of one-to-many or many-to-many com-
munication scheme. Many bandwidth-intensive multicast ap-
plications, such as high-definition television, video and viddBere is one link failure on the shared links along the two paths,
conferencing, distance learning, etc., become widely popuRitection can not be provided. Therefore, such two paths can
with the advances in optical transmission technology. It is vitrovide partial protection again single link failure.
tal to efficiently protect critical multicast sessions against link In [13], we proposed a partial multicast protection scheme
or node failures. Yet protection is more challenging for muPased on thelual-homingarchitecture, which was originally
ticast communications since one node/link failure will affect Broposed to enhance survivability for the access network [9],
number of multicast destinations. On the other hand, the laf§d- In a dual-homing architecture, a host in the access network
number of destinations in a multicast session certainly make§@n be connected to two IP edge routers. Under such an archi-
harder to provide protection for multicast communications. tecture, the two paths from the source of the multicast session

In the literature, several multicast protection schemes haigethe two edge routers provide certain degree of protection for
been proposed to provid€0% protection against single link the data traffic from the source to the destination. Figure 1 il-
failure [3], [9], [10], [11], which requires disjoint paths fromlustrates one example of dual-homing protection for a multicast
the source to each destination. Classified by the granularf§ssion composed of source H1 and destinations of H2 and H3.
of disjointedness, three general approaches can be appliedH?is connected to edge routers A and B. There are two paths
straightforward way is to compute two link-disjoint multicasfrom H1 to H2, H1-C-F-A-H2 and H1-C-B-H2. Since these
trees. One serves as the primary multicast tree, and the ottvé® paths are disjoint in the core network, H2 can receive data
serves as the backup multicast tree [9]. However, it is hard afiem H1 irrespective of any link failure in the core network. H3
even impossible to find two link-disjoint multicast trees for 4 attached to edge routers D and E. The two paths from H1
large scale multicast tree. Alternative ways include segmdatH3 are H1-C-F-D-H3 and H1-C-F-E-H3. These two paths
protection [11], [12] and path protection [11]. share a link C-F in the core network. If any link fails along

Modern networks can no longer limit the options of providthe two paths except link C-F, H3 can receive data through the
ing protection only to the extreme cases: wiffs protection or alternative path.
with 100% protection against single link failure. Instead, partial Clearly, the two edge routers to which a destination is at-
protection should be provided against single link failure, whidiached determine the level of protection from the source to the
is to find two paths from the source to the destination with mimlestination. To quantify the protection level from the source to
imum shared links. If there is one link failure on the disjoin& destination, we introduced the conceptvafnerability [13],
links along the two paths, protection can be provided, whilevfhich was defined as the number of shared links between the



two paths from the source to the two edge routers the destinaThe vulnerability froms to dy, ((s,dy), is defined as the
tion can connect to. The overall optimization objective is thusumber of links ind(s, di), i.e.,
to minimize the total vulnerability of the multicast session.
To achieve such an objective, two problems are involved sub- B(s, di) = [0(s, di)|
ject to different network scenarios. One is to keep the routing ) )
algorithm unchanged in the core network and assign two edgd-8t 2 = Ua,ep R, be the set of edge routers which will
routers to each destination such that the total vulnerability BR'ticipate in the multicast tree. Our objective is to find a mul-
the multicast session is minimized, named asetige router ticast routmg trge frons to.R ;uch that the total vulnerabllllty
assignment problenThe other is to determine a multicast routfor the destination set, which is denoted®y, ., 5(s, d), is
ing tree such that the sum of the vulnerability between eveffjinimized subject to the constraint that any path froto any
edge router pair of the multicast tree is minimized assumiffgStination will be no more thafi hops. For those edge routers
that the edge router pair each destination can connect to is praared by different destinations, the path from the source to the
determined, named as thest partial multicast protection tree €d9€ router is also shared by those destinations. This problem
problem can be fo.rmulated. by an integer programming model. We use
We studied the first subproblem in [13]. In this paper, we f¢he following notations:
cus our study on the second problem. Considering the total cost

of the multicast tree, we set a constraint of the_z nu_mber of the 1 iflink ({,m) is on pathP; from s to 7,
hops on the path from the source to each destination assuming(/,m) = { 0 otherwise
that the cost of each edge is a constant. Hence, the key to solv- ' 1)
ing the problem is to solve the 2-best paths problem with hop
limit.

The best path pairs problem was generally defined a&the 1 iflink (I, m) is on pathP;; and
best paths problem which finds paths as diverse as possi-  yi(l,m) = path Pyo for destinationdy, (2
ble and with the lowest total cost. The problem of findifig 0 otherwise.

best paths has been studied in [1], [7], [4]. In [4], an optimal
solution is given for findingk -best paths without hop limits  1hen our problem can be modeled as :
using minimum cost network flow (MCNF) algorithms. How-

ever, we show that the 2-best paths problem with hop limit is min Z Z yr(l,m) 3)
NP-complete by showing its special case, the 2-disjoint paths dw€D (ILm)e ks
problem with hop limit is NP-complete. Therefore, the best par- biect to:
tial multicast tree problem is NP-complete. We derive a lower subjectio:
bound for the problem based on the optimal solution to the Zci(s’l) =LVrieR (4)
problem of minimizing the vulnerability between every edge !
router pair without hop limit. We then propose the Partition and Z ¢i(l,s) =0,Yr; € R (5)
Sharing (PAS) algorithm to solve the problem. The efficiency .
of the PAS algorithm is evaluated by simulations and compared
with the computed lower bound. > ei(ri, ) =0,vr; € R (6)
The rest of the paper is organized as follows. Sec- !
tion 1l presents the_ problem statement and proves its NP- Zcz’(lﬂ%‘) — 1,V €R 7)
completeness. Section Il presents the PAS algorithm and de- p
rives a lower bound. Simulation results are presented and dis-
cussed in Section IV. Section V concludes the paper. > eil,m) =Y ci(m,j),Vri € RYm # 5,7 (8)
l J
Il. PROBLEM DESCRIPTION Zcz*(l,m) <1,¥r; € R,Ym +# 5,74 )

We model the network as an directed graph=< V, E >, I
whereV stands for the set of nodes, including the source, des-

tinations and routers, andl stands for the set of links between Z ci(m, 1) < 1,¥r; € R,¥m # s,r; (10)

nodes. For simplicity, we assume the cost of each link is unity. m

A multicast session is denoted A8 =< s, D >, whereD = Z ci(l,m)<H—1,VYr; € R (11)

{dy,da,...,d,} is the destination set with = | D|. Each des- (L) €E

tinationdy, is connected to two edge routeRs = {7x1, 72},

wherel < k < n. ye(l,m) > cr1(l,m) + c2(l,m) = 1,Y(l,m) € E,dy € D
Let P, be the path fronms to destinationd, through edge (12)

routerr,, and P, be the path frons to destination;, through ci(l,m) € {0,1},V(l,m) e E,ri € R 13)

edge routers. Letf(s, dy) be the set of links shared between yr(l,m) € {0,1},¥(l,m) € E,dy € D (14)

path Py, and pathP;,, which is defined as: . . .
The constraints are explained as follows. Equations (4) and

0(s,dy) = {ele € Px1 N Py} (5) ensure that the source node has one-unit outgoing flow on



the path to each edge router and has zero incoming flow, respsamposed of nodes representing edge routes and edges repre-
tively. Equations (6) and (7) ensure that each edge router ls&snting edge router pairs. In Stage Il, we partition the edge
one-unit incoming flow on the path from source to each edgeuter R into up to| R | disjoint subsets such that each subset
router and has zero outgoing flow, respectively. Equation (8pntains at most one edge router in each edge router pair. This
guarantees for each intermediate node the incoming flow equstisge can be done using the approximation algorithm proposed
the outgoing flow if it is on the path to each edge router. Equéor k-coloring problem [2]. In Stage lll, we find a multicast
tion (9) ensures that the outgoing flow from each intermediatieee to edge routers in each subset following in the descend-
node on the path from the source to each edge router is at mogtorder of the average node degree of all the nodeg-fin
1. Equation (10) ensures that the incoming flow at any integince each path needs to satisfy the hop limit, we employ the
mediate node on the path from the source to each edge rougmimum-cost path heuristic (MPH) to find a minimum-cost
is at most 1. These two constraints guarantee no loop existsSiriner tree [11]. In the MPH algorithm, the shortest path to the
the path. Equation (11) ensures that the path from the sourcedater closest to the source is picked and added to the partially
each edge router satisfies hop limait— 1. Equation (12) gives built tree. To increase the sharing among these routers, once a
the formula for calculating the vulnerability for the two pathgath is found, we reduce the cost to zero for those links on the
to each destination. Equations (13) to (14) are self-explainalpath. After we find the first tree, we increase the cost for those

Since the edge router pair that each destination can connlatdts on the first tree to a large number greater than the total
to is predetermined, the two paths to each edge router pair aost of all the links in the graph. We then find the second mul-
actually the two paths to the destination. Hence, the probldivast tree to edge routers in the second subset using the MPH
is equivalent to finding: 2-best paths with hop limit from the algorithm. This process continues until all the subset has been
source to each destination. In the following, we show the Niprocessed. In Stage IV, we compute the total vulnerability of
completeness of the 2-best paths problem with hop limit is NEte multicast session. The detailed steps of the PAS algorithms
complete since its special case, the 2-disjoint paths probleme described as follows.
with hop limit, is NP-complete. AlGorthm PAS(C T

The 2-disjoint paths problem with hop limit is a special caseyegn o
of the min-max 2-disjoint paths problem (with unit edge cost)  //: Graph construction.

which was proved in [6] by a polynomial reduction from the
maximum 2-satisfiability problem. In their proof, an undirected
graph is constructed with edge costs varying in different pos-
itive and integral values. Since the maximum 2-satisfiability
problem is strongly NP-complete, we can split an edge in the
constructed graph with costinto [ unit-cost edges in series
such that the proofis still valid for the min-max 2-disjoint paths
problem with unit edge cost. Hence, the 2-disjoint paths prob-
lem with hop limit is also NP-complete.

Lemma 1: The decision version of the 2-best paths problem
with hop limit is NP-complete.

We have the the following theorem.

Theorem 1:The decision version of the best partial multicast
protection tree problem is NP-complete.

Because of the NP-completeness, the problem of finding thg,_,

1. Construct the graph composed of nodes representing edge routers
and edges representing edge router pairs.

/: Set partition.

2. Partition nodes in the constructed graph intalisjoint subsets,
2 < m <| R |, using the approximation algorithm for the
k-coloring problem.

3. Sort these subsets in the descending order of the average node degree
of all the nodes (ir) in the each subset d8;, Ra, - - -, Rm.

/NI: Find multicast trees for subsef?;, Ra, - - -, Rm.

4. For eachR;, 1 < i < m, repeat Steps 5 to 8.

5. For every edge router iR;, 1 < ¢ < m, repeat Steps 6 and 7.

6. In G, find the shortest paths with hop linfif from s to edge routers
in the subset using Bellman-Ford algorithm. If such a path tree
does not exist, return “no feasible solution”.

7. Find the shortest path among the remaining paths and update
cost = 0 for links on the already-found path.

8. Update cost FE| for links on the found tree.

/NV: Compute the total vulnerability.

9. Compute the total vulnerability of the multicast session.

10. Return the multicast trees and the total vulnerability.

best partial multicast protection tree is unlikely to be solved in
polynomial time unles® = N P. We instead consider efficient

Stage | take®)(] D | + | R |) time, where| D | equals
to the number of edges the constructed graph. Stage Il takes
O(| D |+ | R |)log | R | using the approximation algorithm
for k-coloring problem [2] plusD(| R || V' |). In Stage IlI, the
%ellman-lzord algorithm (wittO(] V' || E |) time) dominates

heuristic algorithms.

Ill. HEURISTICALGORITHM

In this section, we first propose a heuristic algorithm to sol ing ti Th il b R 1) iterati St
the best partial multicast protection tree problem. We then € running time. ere wi ( ) iterations. Stage

o . . .
rive a lower bound for the total vulnerability. takesO(] V' |¥) time using the algorithm proposed in [13].

Hence, the time complexity of the PAS algorithm(g| V' |?|
E ).
A. The PAS Algorithm IQigure 2 shows an example of the PAS algorithm. A mul-
In order to minimize the vulnerability on the two paths tdicast session is composed of the source H1, connected to the
each destination, we should avoid using common links on thedge routerC, and three destinations H2, H3, and H4, each
two path. On the other hand, to minimize the total cost of thnnected to the edge router péit, B}, {D, E'}, and{ A, E'}
multicast session, we should increase sharing of links amoregpectively. After Stages | and I, two subsets of edge routers
paths for different destinations. are obtained, i.e{B, E} and{4, D}. In Stage Ill,{B, E}
We propose the partition and sharing (PAS) algorithm whidh selected first because it has larger average node degéee in
consists of four major stages. In Stage |, we construct the grapan {A, D}. AssumingH = 4 (the actual hop limit from C



paths problem from to d; with no hop limit using the modified
K-best path (KBP) algorithm proposed in [4], whéte= 2.

Before we call the modified KBP algorithm, we need con-
struct another auxiliary grapf by letting link capacity to be
unit and adding additional nodes and links as follows. For each
link (¢,7) in G1, we add a dummy node and two artificial links
from nodei to the dummy node and from the dummy node to
nodej. The link cost and capacity of the two added links are
|E’|/2 andmin{in_degree, out_degree, K} — 1, respectively.
We define a mapping from paths obtained fréfhto G, de-
noted asPc, «+ Pg; by replacing paths through artificial links
to link (i, 7).

We list the modified KBP algorithm as follows, where
MaxFlow(G, s, d) refers to maximum flow algorithm o' be-
tweens andd and MCNHG, K, s, d) refers to minimum cost
network flow for input graphG and K unit flow supplied be-
tweens tod.

Algorithm Modified KBP(G, K, s, D);
begin
GetG; from G;
GetG from Gy;
for each nodel; € D do
begin
Add noded, and connect;; to d; andr;» to dj;
GetPG/1 by running MCNRG',, K, 5, d});
GetPg, + PGzl;
Compute the vulnerability for paths df, ;
Sum to the total vulnerability.
end-for
Return the total vulnerability.
end

Following the proof of the KBP algorithm, we can prove that
the Modified KBP algorithm finds the optimal solution to best
fFig-é- Eianzg;e nﬁf Ithe PAS algO_rith':n- (@) Multicaslt( t;;fs in ghe gof nfetwoprath pairs froms to each edge router pair associated with the
or = 4. ulticast trees in the core networl = o. aths for : H : : H
{B, E} are in dark grey lines and paths foA, D} are in light grey lines. gleeztlrllaét::?:lslgl()\V-\I;htlemceosmtﬁZtigm‘]sleiﬁ)r/ngfliﬁzyl\/?(f:mﬁ g/llgg-

rithm [4].
to the edge router pairs is 2), a multicast tree (in the core net-
work) is found for{ B, E'} consisting of paths C-B and C-F-E, IV. SIMULATION RESULTS
as shown in dark grey lines in Figure 2(."’1)' The edges on then the following, we present the simulation results of the PAS
found paths are put back to the graph with their costs updatg

as| F |. Then the multicast tree fdr4, D} is found consisting bol?r:ghm and compare them with the results given by the lower

of paths C-F-A and C-D, as shown in light grey lines in Figure ;) ,4i0ns have been conducted for the PAS algorithm with
2(a). Thus, the total vulnerability for the multicast session |§andomly generated instances. The core network topafdigy

1. As one can understand, with the hop limit increasing, tr&%fined by two parameters andU/, whereN —| V | is the

search space for edges is enlarged, which tends to yield a berql%ber of nodes andl is the maximum out degree of a node.
solution with decreased total vulnerability. Fr= 5 (the ac-

tual hop limit from C to the edge router pairs is 3), the multica%Or each node;, we randomly assign its out degreewhich
. ’ T iformly distri in{1,2,-- | -
tree found for{ B, E} consists of paths C-B and C-F-E, while uniformly distributed in{1, 2, .-, U} and randomly gener

: ) ated; links originating from node; to other nodes. We then
the muilticast tree fognd fo[rA, D} consists of paths C'D.'.E'A randomly assign two edge routers to each ofritéestinations
and C-D, as shown in Figure 2(b). The total vulnerability fo

) 5ssuming that each node in the graph can be an edge router.

H =3is only 0. Preliminary tests show that the values dfand U do not
have much impact of the interest of the simulations. In our sim-
B. Lower Bound ulations, we fixN = 100, U = 8, and vary two parameters,

We derive a lower bound by finding the the best path paif3 and H, which represent the number of destinations and the
without hop limit for each edge router pair and summing ulpop limit for each path from the source to each destination re-
the vulnerability of these path pairs. We construct an auxiliagpectively. For each combination of parameterand H, we
graphG, by adding nodes and edges frath For each edge generate 1000 instances. For each instance, we solve it using
router pair{r;;,r;2}, we add one common nod# and links the PAS algorithm and compute the lower bound of the total
from r;; to d; and fromr; to d;. We then solve th@-best vulnerability. The performance of the PAS is evaluated by its



V. CONCLUSION

0.05 Our contributions in this paper are in three folds. First, we
introduced the concept of partial protection, which fills the gap
0.04 1 ’ between traditional 100% protection and non-protection subject
to single link failure. Second, we showed the NP-completeness
S 003 of the problem of finding the best partial multicast protection
h tree. Third, we proposed an efficient solution, the PAS algo-
g 02| rithm, to solve the problem. Partial protection points out a more
. practical direction in network protection. The proposed PAS al-
001 | gorithm can also be applied to other multicasting problems.
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