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When a number of applications simultaneously running on a many-core chip multiprocessor (CMP) chip
connected through network-on-chip (NoC), significant amount of on-chip traffic is one-to-many (multi-
cast) in nature. As a matter of fact, when multiple applications are mapped onto an NoC architecture with
applicable traffic isolation constraints, the corresponding sub-networks of these applications are mapped
onto actually tend to be irregular. In the literature, multicasting for irregular topologies is supported
through either multiple unicasting or broadcasting, which, unfortunately, results in overly high power
consumption and/or long network latency. To address this problem, a simple, yet efficient hardware-
based multicasting scheme is proposed in this paper. First, an irregular oriented multicast strategy is pro-
posed. Literally, following this strategy, an irregular oriented multicast routing algorithm can be designed
based on any regular mesh based multicast routing algorithm. One such algorithm, namely, Alternative
Recursive Partitioning Multicasting (AL + RPM), is proposed based on RPM, which was designed for reg-
ular mesh topology originally. The basic idea of AL + RPM is to find the output directions following the
basic RPM algorithm and then decide to replicate the packets to the original output directions or the
alternative (AL) output directions based on the shape of the sub-network. The experiment results show
that the proposed multicast AL + RPM algorithm can consume, on average, 14% and 20% less power than
bLBDR (a broadcasting-based routing algorithm) and the multiple unicast scheme, respectively. In addi-
tion, AL + RPM has much lower network latency than the above two approaches. To incorporate AL + RPM
into a baseline router to support multicasting, the area overhead is fairly modest, less than 5.5%.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Advance in technology continues to drive the increase of tran-
sistor integration capacity. It is estimated that by 2015, there will
be 100 billion transistors integrated on a 300 mm2 die [1]. To ex-
ploit this large number transistors and also take into consideration
of pressing high power consumption of ever bigger chips, the de-
sign paradigm is migrating to many-core architectures [1,2]. Net-
work-on-chip (NoC) [3] has been proposed as the mainstream
on-chip network architecture to efficiently interconnect the large
number of (16 or more) processing cores integrated on a many-
core system. Some most recent, high profile examples include
Intel’s Teraflop [4] and Tilera [5] chips featuring many-core chip
multiprocessors (CMPs) architectures with 2D mesh topologies
[13] for on-chip interconnect.
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With the development of diverse applications and program-
ming models on CMPs, one-to-many communication and one-to-
all communication are becoming more common. For example, in
CMPs with cache coherent shared memory systems, the cache
coherence protocols exhibit one-to-many communication charac-
teristics to keep the ordering of different requests or to invalidate
shared data on different cache nodes [6]. In [7], it has been ob-
served that 5–10% of the network traffic is one-to-many in nature,
ranging from scientific workloads to commercial workloads, in
communication traces of different cache coherence protocols and
operand network. Therefore, efficient support of one-to-many
communications in CMPs, particularly hardware multicast support,
will benefit a wide range of applications by boosting the network
performance with reduced power consumption. Unfortunately,
up to date, there is only very limited number of chip router designs
that actually support multicasting [6–8].

In addition, the following issues make multicast supporting
even more complicated. The first issue is topology irregularity.
The large number of cores on a CMP unquestionably offers high
parallelism in computation. To better utilize these vastly available
computation resources, virtualization of the chip becomes a
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Fig. 1. Sub-network partition and task mapping of multiple applications on a 5 � 5 based mesh NoC.
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necessity [9], where resources can be distributed among different
virtual machines [3]. Applying virtualization [8] at the NoC level
basically allows a single NoC-based CMP to be shared by multiple
applications with each mapped to different sub-networks of the
chip [10] either statically [11] or dynamically [12]. Fig. 1 shows
an example with three applications arriving at 1 ms, 2 ms, and
3 ms. The three applications are allocated to three sub-networks
which may not be regular shapes (e.g., 2D mesh, torus). On the
other hand, virtualization requires traffic isolation [8]; that is, com-
munication between nodes in a virtualized region is limited to the
sub-network only. The irregular sub-network and traffic isolation
requirements together negate regular 2D mesh oriented routing
algorithms, like XY routing, odd–even routing, etc. [13].

The second issue is unpredictability of the application commu-
nication behavior. Different types of applications, such as desktop,
server, embedded systems, will be executed on general purpose
CMPs. It is impossible to pre-characterize the communication pat-
terns among the cores inside a sub-network. As a result, custom-
ized NoC routing approaches (like the ones using routing tables
[14]) may not be feasible.

Hence, it is important to design an efficient multicast mecha-
nism which supports irregular topologies without the need of a
routing table. In this paper, an irregular sub-network oriented mul-
ticast strategy is first proposed. Following this strategy, an irregu-
lar sub-network oriented multicast routing algorithm, namely,
Alternative Recursive Partitioning Multicast (AL + RPM), is devel-
oped based on RPM [13], an efficient deterministic multicast rout-
ing algorithm proposed for regular mesh topology. To our best
knowledge, our approach is the first multicast routing approach,
as opposed to the broadcast-based one [8], that targets to irregular
sub-networks.

In the rest of the paper, Section 2 reviews the existing work on
multicast routing schemes in NoCs. Section 3 presents the prelim-
inaries. Section 4 describes the irregular sub-network oriented
multicast routing strategy and algorithm. Section 5 reports the per-
formance evaluation of AL + RPM. Finally, Section 6 concludes the
paper.
2. Related work

Multicast communication has been extensively studied in com-
puter networks and interconnection networks [13]. However, due
to the power and area constraints pertaining to NoCs, supporting
multicast in NoCs has a different set of requirements. Particularly,
an efficient multicasting approach for NoCs should result in low
network latency and low power and area consumptions. A simple
multicasting approach is to send a multicast packet as multiple
unicast packets. However, such a scheme suffers from very large
network latency and high power consumption [7]. Below reviews
existing multicasting approaches proposed for mesh-based NoCs.

The multicast problem of regular mesh topology has been stud-
ied as in [13]. Generally, there are two types of multicast routing
strategies, namely, path-based [15] and tree-based [6,7,16–18]
multicast. Path-based multicast routing is to deliver the packet to
each destination sequentially following one path [15]. Path-based
multicast is attractive for its simplicity in hardware design. How-
ever, if the destination nodes are widely spread, path-based multi-
cast may suffer higher latency compared to tree-based multicast. It
is shown in [7] that path-based multicast may increase network la-
tency by 48% compared to a unicast router.

Tree-based multicast routing [6,7,16–18] is to deliver the
packet along a common path as far as possible and replicate pack-
ets (branch) for a unique set of destination nodes when necessary.
Several tree-based multicast approaches have been proposed for
NoCs with regular mesh topology. The virtual circuit tree-based
multicast (VCTM) [7] avoids sending redundant packets as multi-
ple unicast. However, it uses a lookup table based multicasting
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router which has high power and area overhead. The approaches in
[16,19] extend the unicast XY routing to support multicasting,
where a packet will always be sent to the X direction first and rep-
licated if there are destinations in the Y direction. The approach in
[19] is referred as multicast XY in later text. In [17,18], tree-based
adaptive multicast routing approaches are proposed. The region
partition multicast (RPM) [6] selects the replication points for mul-
ticast packets based on the distribution of destinations in the net-
work partition. Each node partitions the whole network into at
most eight regions according to its position. Replication decisions
are made by checking the regions that the destination nodes fall
in. The simulation results in [6] show that RPM improves the aver-
age packet latency by 50% and saves the router and link power by
25% compared with VCTM.

However, the aforementioned approaches [6,7,16–19] cannot
support multicasting for irregular sub-networks. The bLBDR rout-
ing [8] proposed for collective communication in irregular sub-
networks supports multicasting by broadcasting in sub-networks.
In bLBDR, connectivity bits are used to define different sub-
networks. However, the broadcast nature of this scheme makes
the network congested and results in higher power consumption.

In this paper, we focus on designing hardware-based multicast
routing scheme for irregular sub-networks and propose the alter-
native RPM routing scheme based on RPM [6]. Compared with
the broadcast-based bLBDR, AL + RPM inherits the efficiency of
tree-based multicast routing while provides the flexibility to sup-
port irregular sub-networks.
3. Preliminaries

3.1. Architecture and power models

The target NoC architecture is a tile based NoC, which is com-
posed of N � N tiles interconnected by a 2-D mesh network. Each tile
(node exchangeably), indexed by its coordinate (x, y) or its ID xN + y,
where 0 6 x 6 N � 1 and 0 6 y 6 N � 1, has one processing core and
one router. Each router (shown in Fig. 2) connects to its local process-
ing core and four neighbour tiles through bidirectional channels. A
5 � 5 crossbar switch is used as the switching fabric of the router.
The arbitration unit arbitrates the connection requests sent from
the input ports so that each output receives data from at most one in-
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Fig. 2. Router architecture.
put port. At each input port, buffers are used to support virtual chan-
nels (VCs). The VC allocation unit controls the virtual channel
allocation. The routing unit decides the output directions.

Assume wormhole switching is used here. To support multicast,
the replication unit is used to make copy of flits of a multicast
packet according to the decision of the routing unit. The replication
is done inside the crossbar where a packet is forwarded to multiple
output channels. Asynchronous replication [20] scheme is chosen
as the replication approach. In asynchronous replication, multiple
replicated flits are allowed to be forwarded independently. If one
replicated flit is blocked, other replicated flits can be forwarded
asynchronously.

The power model used in [21] is followed in this study. The bit
power (Ebit) is defined as the power consumed when one bit of data
is transported through a router, and it can be calculated as,

Ebit ¼ ESbit þ EBbit þ EWbit ð1Þ

where ESbit, EBbit, and EWbit represent the power consumed by the
switch, the buffer, and the interconnection wires inside the switch-
ing fabric, respectively. As explained in [21], EBbit and EWbit are neg-
ligibly small compared to ESbit. Hence, the average power
consumption for a unicast communication which sends BW bits
from source tile s to destination tile t can be represented as,

Es;t
Unicast ¼ ghops � ESbit þ ðghops � 1Þ � ELbit ð2Þ

where ghops is the number of routers traversed from tile s to tile t,
ESbit is the power consumed by the switch, and ELbit is the power
consumed on each link.

The average power consumption for a multicast communication
which sends 1 bit from the source tile s to the set of destination
tiles D can be represented as,

Es;D
Multicast ¼ gl � ELbit þ gR � ESbit ð3Þ

where gR is the total number of routers and gl is the total number of
links that are on the multicast path from tile s to all tiles in T,
respectively.

The objective of this work is that, given a sub-network of a 2D
mesh NoC, design a hardware multicast support scheme, to (1)
support irregular sub-networks, (2) avoid using routing tables,
and (3) have low network latency and power consumption.

3.2. Assumptions and definitions

The following assumptions are made throughout the paper.

Assumption 1. The shape of the sub-network mapped with an
application is near convex [12]. More specifically, we only consider
such sub-networks that, there exists at least one minimal path
(measured in hop counts) completely inside the sub-network for
each pair of nodes inside the sub-network. Fig. 3a illustrates the
(a)

(b)

Fig. 3. (a) Sub-networks allowed. (b) Sub-networks not allowed.
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sub-network shapes that are considered. Fig. 3b shows an example
of the sub-network shape wherein the minimal path between the
two dotted nodes is not completely inside the sub-network.
Assumption 2. The applications can be statically or dynamically
mapped to the NoC-based CMPs. For dynamic mapping [22], a glo-
bal manager processor (GM) is responsible for resource
management.
Assumption 3. In each packet, the destination addresses are
encoded in bit string [13].

To represent the shape of a sub-network, connectivity bits [8]
are used at each router.

Definition 1 (Connectivity bits). Each router has four connectivity
bits, CN, CE, CS, and CW, each defines the connectivity at the specific
output direction. Suppose a tile has coordinate (x, y), CN is 1 if tile
(x, y) and its north neighbour tile (x, y � 1) are in the same sub-
network. Similarly, Cx is 1 if the tile and its neighbour tile on the x
direction are in the same sub-network. For example, suppose the
run time application mapping algorithm in [12] is used to map
applications 1–3 (shown in Fig. 4a). The four connectivity bits of
tile 6 is shown in Fig. 4b.

A tile may be shared by several sub-networks. For example, a
cache memory may be shared by several applications. Fig. 4c
shows that tile 2 is shared by two overlapping sub-networks. The
connectivity bits in Definition 1 cannot describe overlapping sub-
networks. As in [8], to support up to M overlapped sub-networks,
CW = 

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

App 1 App 2

App 3

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

sub-n
App 1

App 2

ECW =CW [

x

y

(a)

(c)

(b)

(d)

(e)

Fig. 4. (a) Sub-networks with three applications mapped on. (b) Connectivity bits of nod
generated using a MUX. (e) Extended connectivity bits of node 2 for sub-network 1. (f)
each connectivity bit is extended to M bits indexed by the sub-net-
work ID (Fig. 4c). For example, in Fig. 4d, CN is extended into
CN[1] , . . . , CN[4] if four sub-networks need be supported.

Definition 2 (Extended connectivity bits). Each router located at tile
with coordinate (x, y) has 4 �M connectivity bits, {CN[1] ,
. . . , CN[M]}, {CW[1] , . . . , CW[M]}, {CE[1] , . . . , CE[M]}, and {CS[1] , . . . ,
CS[M]}. Suppose a tile has coordinate (x, y), Cx[q] (q = 1 , . . . , M) = 1
if tile (x, y) and its neighbour tile on the x direction are in the same
sub-network with ID q. Extended connectivity (EC) bits ECN, ECE,
ECS, and ECW are defined as follows. Given the sub-network ID q,
ECN = CN[q], ECW = CW[q], ECE = CE[q], ECS = CS[q].

Fig. 4d shows that a MUX can be used to find the value of an ex-
tended connectivity bit from the connectivity bits given a sub-
network ID. Fig. 4e and f shows the values of extended connectivity
bits of tile 2 for sub-network ID 1 and 2, respectively. The connec-
tivity bit registers can be set statically or by GM [22] with dynamic
mapping.

In addition, we adopted the network partition concept from
RPM [6].

Definition 3 [6] (Region). At each tile with coordinate (x, y), the
network is partitioned into eight regions, R0, R1 , . . . , R8. R0 is the
set of tiles with coordinates (x0, y0), where x0 > x and y0 < y. R1 is set
of tiles with coordinates (x, y1), where y1 < y. R2 is the set of tiles
with coordinate (x2, y2) where x2 < x and y2 < y. R3 is the set of tiles
with coordinates (x3, y) where x3 < x. R4 is the set of tiles with
coordinates (x4, y4) where x4 < x and y4 > y. R5 is set of tiles
with coordinates (x, y5) where y5 < y. R6 is the set of tiles with
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coordinates (x6, y6) where x6 > x and y6 > y. R7 is set of tiles with
coordinates (x7, y), where y7 > y. Some nodes at the boundary may
have regions without nodes. For example, R0, R1, and R2 of node 0 in
Fig. 5 are empty sets.

Fig. 5 shows a partition of the shaded tile.

4. Irregular sub-network oriented multicast routing

4.1. Motivation example and irregular sub-network oriented
multicasting strategy

Before the proposed algorithms are described in detail, an
example is given to explain the motivation. Fig. 6 shows an irreg-
ular sub-network composed of five nodes. A multicast packet is
sent from the source node to two destination nodes. The dashed
line represents the path if RPM [6] is used. However, since the
sub-network is irregular, the dashed path cannot reach the desti-
nations, i.e., at node 4, the packet cannot go West as the link to
West is not available in this sub-network.

Alternatively, if the packet can go North at node 4 as indicated
by the solid arrow in Fig. 6, the packet can arrive at both destina-
tions following RPM from node 2.

This example shows that, if the output port found by the multi-
cast routing algorithm is not available in the sub-network, the
packet can take an alternative output port which is also on the
minimal path to the destination. Each router can check the connec-
tivity bits (defined in Section 3.2) to see whether an output port is
available. The irregular sub-network oriented multicast strategy is
thus derived below.

� Find the output directions to all the destinations in the destina-
tion set using a multicast routing algorithm designed for regular
mesh topology.
d1 0

d2 2

4

RPM

Alternative path

di: destinations
s: source

s

3

1

Fig. 6. Path generated by RPM and alterative path in a irregular sub-network.
� For each output direction, check the corresponding connectivity
bit. If it is set, then the packet will be replicated and sent to the
output direction; otherwise, use an alternative output direction.

Note that, following the strategy, an irregular sub-network ori-
ented multicast routing algorithm can be developed based on any
regular mesh oriented multicast routing algorithm. Due to the
superiority of RPM over other algorithms (as reviewed in Section 2),
we develop Alternative RPM as described below.
4.2. Hardware-based multicast routing algorithm for irregular sub-
networks

To support multicast in hardware, a multicast routing logic
module (MRLM) is designed. The MRLM is composed of two sub-
modules.

(1) Destination inclusion (DI) sub-module. For a multicast packet,
this sub-module checks the regions that the destination
nodes belong to. To perform the destination inclusion func-
tion, bit masks are used based on the bit string method [13].
Each input port has the following three types of bit vectors.
R2

R4

R3
� Input destination bit vector D. To encode all nodes in the
network, an N-bit vector will be used. The ith bit of the
vector is 1 if the ith node is inside the destination set.

� Bit mask vector for each region. There are eight bit masks,
BM_R0 , . . . , BM_R7, each with N bits. The mth bit of BM_Ri

is 1 if node m is in region Ri of the current node. BM_Ri’s
(i = 0. . .7) are set offline.

� Destination bit vector for each region. Eight bit vectors
IN_R0 , . . . , IN_R7, each with N bits, are used to represent
the destinations within each region. For example, IN_Ri

is obtained by ANDing D with BM_Ri (i = 0. . .7).
Fig. 7 shows an example with the source node 4 and two desti-
nations 0 and 2. The three bit vectors at node 4 are shown on the
right.

(2) Multicast routing (MR) sub-module. This sub-module deter-
mines the output directions of the multicast packet.

The multicast routing sub-module is designed based on the
irregular sub-network oriented multicasting routing algorithm
AL + RPM. The basic idea of AL + RPM is to find the output direc-
tions using RPM and then decide whether to replicate the packet
to the original output directions or the alternative (AL) output
directions which are orthogonal to the original ones based on the
corresponding connectivity bits. In the following, the details of
AL + RPM will be described.

Note that, if destinations are in regions 1, 3, 5, 7, i.e., the X+, X�,
Y+, Y� regions, there is no alternative output direction. The reason
is that, according to Assumption 1, the sub-network must be near
0 1 2

3 4 5

6 7 8

0

R0R1

R7

R5 R6

000 10100

8 0Packet head
Destinations bit 

string (D)

2 17 6 5 4 3

Bit mask for R0
(BM_R0) 0000 00100

Destinations in R0 
(IN_R0)

0000 00100

Fig. 7. Bit vectors at node 4 assuming the destinations are 0 and 2.
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convex which ensures that there exists at least a minimal path in-
side a sub-network for any pair of nodes. It is clear that for each
destination in regions 1, 3, 5, 7, there is only one minimal path
to that destination. Hence, there is no alternative output direction
for destinations in those regions. Thus, only the alterative output
directions for regions 0, 2, 4, 6 are found.

Fig. 8 lists the AL + RPM algorithm. As in RPM, replication is
made as late as possible to reduce the number of replicated pack-
ets. As shown in Fig. 8, if there are destinations in both R0 and R2,
instead of replicating packets to West and East, the packet will be
forwarded to North first and replicated later. Similar treatment is
applied to destinations belonging to other similar region combina-
tions. By this way, the resulted total number of hop counts for a
multicast communication is minimized.

Fig. 9 shows an example of finding the routing path using
AL + RPM for a multicast communication from s to destinations
d1, d2, and d3. In step 1, node s replicates two packets to nodes 3
and 6 as its extended connectivity bits ECE and ECN are 1. In step
2, instead of replicating packets to East and West, node 3 forwards
the packet to node 1. Node 6 forwards the packet to node 7 as its
ECE is 0 and the alternative output for destination d3 is South. In
step 3, node 1 replicates two packets to nodes d1 and d2. Node 7
also forwards the packet to d3. In the last step, nodes d1, d2 and
d3 consume the packets as they are the destinations.

The above AL + RPM is not deadlock free. In order to avoid dead-
locks, virtual channels are used. As stated in [13] and [6], two vir-
//Alternative RPM for irregular sub-networks 
//Temporary bit vectors: N_DestSet, E_DestSet, W_DestSet S_De
if (IN_R0 ) begin     // if IN_R0 is non-zero, i.e., there is destinatio

if (ECN == 1) N_DestSet= IN_R0  OR N_DestSet
else E_DestSet= IN_R0  OR E_DestSet

end
if (IN_R1) N_DestSet= IN_R1  OR N_DestSet

if (IN_R2) begin  
if ( !IN_R3 &&( IN_R1|| IN_R0)) begin // if there are destinatio

if (ECN == 1) N_DestSet= IN_R2  OR N_DestSet
else W_DestSet= IN_R2  OR W_DestSet

end
else begin

if (ECW == 1) W_DestSet= IN_R2  OR W_DestSet
else N_DestSet= IN_R2  OR N_DestSet 

end
end 

if (IN_R3) W_DestSet= IN_R3 OR W_DestSet

if (IN_R4) begin
if ( ! IN_R5 && IN_R3) begin // if there are destinations in R4 a

if (ECW == 1) W_DestSet= IN_R4 OR W_DestSet
else S_DestSet= IN_R4  OR S_DestSet

end
else begin

if( ECS == 1) S_DestSet= IN_R4  OR S_DestSet
else W_DestSet= IN_R4 OR W_DestSet 

end
end

if (IN_R5) S_DestSet= IN_R5  OR S_DestSet 

if (IN_R6) begin
if( ! IN_R7 && (IN_R4 || IN_R5) ) begin  // if there are destinat

if (ECS == 1) S_DestSet= IN_R6  OR S_DestSet 
else E_DestSet= IN_R6  OR E_DestSet

end
else begin 

if (ECE == 1) E_DestSet= IN_R6  OR E_DestSet
else S_DestSet= IN_R6  OR S_DestSet 

end
end

if (IN_R7) E_DestSet= IN_R7  OR E_DestSet

Fig. 8. Pseudocode of AL + RPM m
tual networks can be used to avoid deadlocks for mesh-based
networks. For AL + RPM, two virtual networks are used, VN0 and
VN1. VN0 does not allow packets to turn to NORTH while VN1 does
not allow packets to turn to SOUTH. The virtual network to be used
is decided for each packet at the source router and cannot be chan-
ged at the intermediate routers.
4.3. Hardware cost

To estimate the area overhead of AL + RPM, the routers for 8 � 8
network are synthesized using the Synopses Physical Compiler
with TSMC 90 nm library. For 8 � 8 network, 64 bits are needed
for representing the destinations. Up to eight overlapped sub-net-
works are supported, thus, eight connectivity bits are used for each
direction. Fig. 10a shows the structure of the routing unit which in-
cludes three sub-modules, the DI sub-module, MR sub-module
(AL + RPM), and the EC bits generation sub-module. Fig. 10b shows
the circuit of the MR sub-module.

Fig. 11 shows the power, area cost, and delay comparison of the
baseline router and the router implementing AL + RPM. The base-
line router supports the multicast XY routing algorithm [19] which
uses the three types of bit vectors for four directions. As shown in
the table, the area overhead of AL + RPM over the baseline router is
5.5%. It is estimated that the percentage of the overhead tends to be
stable when the network size grows.
stSet are initially set to be zero. 
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Fig. 9. An example showing the routing steps of AL + RPM.
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5. Performance evaluation

5.1. Experiment settings

To evaluate the performance of the AL + RPM multicast routing
algorithm, AL + RPM is simulated under traces from real applica-
tions and random traffic. The performance of AL + RPM in terms
of power consumption (as defined in Section 3.1) and network la-
tency is compared against bLBDR and multiple unicast. These mul-
ticast algorithms are implemented on the cycle accurate simulator
Noxim [25]. The power parameters are based on the synthesis re-
sults using Synopses Physical compiler with TSMC 90 nm library.

The RSIM [23] full system simulator running SPLASH bench-
mark set [24] is used to obtain the traffic traces of real applications.
For random traffic, the unicast traffic has uniform distribution of
the destinations, and the multicast traffic is generated randomly
with the average destination set size 8.

Note that the multiple unicast (shown as multiple UC in all fig-
ures) routing is modified here to support irregular sub-networks.
The basic algorithm is based on XY routing. If the default output
direction is not available, the output direction on the other dimen-
sion is chosen.
5.2. Real applications

The communication traces of benchmarks brnes, moldyn, radix,
raytrace, tomcatv, and ocean from SPLASH are extracted for our
evaluation using RSIM. Based on the traffic analysis of the trace
files, five synthetic traffics are generated which have the same
injection rate, destination addresses and multicast to unicast ratio
as the original trace files of the five applications. These five appli-
cations are mapped to the sub-networks as in Fig. 12. Each tile
implements a packet generator and a packet receiver.

Fig. 13 shows the power consumption and packet latency re-
sults of AL + RPM, and bLBDR under multi-application benchmark.
The power consumption is normalized over the minimum power
consumption of the two algorithms. The average packet latency
is obtained by averaging the network latency of all received pack-
ets. The power consumption of bLBDR is about 30% higher than
that of AL + RPM.
5.3. Random benchmarks with uniform traffic

Five random benchmarks are generated and mapped on 8 � 8
mesh-based CMP as in Fig. 14. The average number of destinations
is set to 8. Figs. 15 and 16 show the results of AL + RPM, bLBDR, and
multicast UC with the traffic ratio (MUR) of multicast (MC) to uni-
cast (UC) traffic ranging in {0.05:1, 0.2:1, 0.25:1, 0.3:1}. MUR rang-
ing from 0.2:1 to 0.3:1 reflects real application traffic scale. MUR of
0.05:1 is used to evaluate the efficiency of AL + RPM with multiple
unicast.

As shown Fig. 15a, when MUR is small, AL + RPM and bLBDR
both have lower power consumption than multiple unicast. For lar-
ger MUR, AL + RPM outperforms broadcast-based bLBDR and mul-
tiple unicast significantly (Fig. 15b–d). As the injection rate
increases, the power consumption of Multiple unicast and bLBDR
increases much faster than that of AL + RPM. Multiple unicast has
the largest power consumption. For instance, when MUR is 0.3:1
(Fig. 15d), AL + RPM saves 29% power consumption than that of
Multiple unicast. On average (averaging over Fig. 15), AL + RPM
saves 20% power consumption than that of Multiple unicast. The
reason is simply due to the fact that AL + RPM saves a large number
of replicated packets compared with multicast unicast, which pro-
duces the number of replicated packets as much as the number of
destinations.

AL + RPM also achieve lower power consumption than bLBDR.
For example, when MUR is 0.3:1, AL + RPM saves 18% power con-
sumption than that of bLBDR. On average, AL + RPM saves 14%
power consumption than that of bLBDR. The reason is that com-
pared with the broadcast-based bLBDR, AL + RPM saves the
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Fig. 10. (a) Structure of the routing unit. (b) The circuit of MR sub-module, assuming the network size is 8 � 8.

126 X. Wang et al. / Microprocessors and Microsystems 35 (2011) 119–129
number of replicated packets significantly, which lowers the power
consumption.
In terms of average packet latency, when MUR is low (Fig. 16a),
the three multicast algorithms do not show much difference when
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injection rate is low. However, when the injection rate increases,
the average packet latency of multiple unicast increases dramati-
cally. When MUR is 0.2:1 and 0.25:1 (Fig. 16b and c), the latency
of AL + RPM increases much slower than that of bLBDR and Multi-
ple unicast. The reason is that less packets are replicated using
AL + RPM, thus, the network is less congested than using bLBDR
and Multiple unicast. The difference becomes more distinct when
MUR is larger. When MUR is 0.3:1 and injection rate is high (e.g.,
near 0.15), the latency of AL + RPM is only 50% or less than that
of bLBDR.
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The experimental results confirm that AL + RPM achieve signif-
icant improvement than multiple unicast and broadcast-based ap-
proach in both power consumption and network performance.
When MUR is high and traffic is heavy, AL + RPM is even superior.
6. Conclusion

In this paper, an irregular sub-network oriented multicast rout-
ing strategy was proposed. The basic idea of this routing strategy is
that, if the output channel found by regular topology oriented mul-
ticast routing is not available, choose an alternative output channel
which also leads to the minimal path to the destination. As a mat-
ter of fact, following this strategy, an irregular topology oriented
multicast routing algorithm can be designed based on any regular
mesh based multicast routing algorithm. One such algorithm,
AL + RPM is proposed to support multicasting for irregular sub-
networks based on RPM which only supports multicasting for
regular mesh topology. Experimental results of the algorithm
under traces from real benchmarks and synthetic benchmarks con-
firm that AL + RPM significantly improve the power consumption
and network performance compared with multiple unicast and
broadcast-based bLBDR, the AL + RPM multicast routing approach
supporting irregular sub-networks. The area overhead of AL + RPM
has shown to be quite modest.
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Fig. 15. Normalized power consumption results with MUR set to (a) 0.05:1, (b) 0.2:1, (c) 0.25:1 and (d) 0.3:1.
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Fig. 16. Latency results with MUR set to (a) 0.05:1, (b) 0.2:1, (c) 0.25:1 and (d) 0.3:1.
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