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Abstract 3-D Networks-on-Chip (NoC) emerge as a potent solution to address both the interconnection and design
complexity problems facing future Multiprocessor System-on-Chips (MPSoCs). Effective run-time mapping on such 3-D
NoC-based MPSoCs can be quite challenging, as the arrival order and task graphs of the target applications are typically
not known a priori, which can be further complicated by stringent energy requirements for NoC systems. This paper thus
presents an energy-aware run-time incremental mapping algorithm (ERIM) for 3-D NoC which can minimize the energy
consumption due to the data communications among processor cores, while reducing the fragmentation effect on the incoming
applications to be mapped, and simultaneously satisfying the thermal constraints imposed on each incoming application.
Specifically, incoming applications are mapped to cuboid tile regions for lower energy consumption of communication and
the minimal routing. Fragment tiles due to system fragmentation can be gleaned for better resource utilization. Extensive
experiments have been conducted to evaluate the performance of the proposed algorithm ERIM, and the results are compared
against the optimal mapping algorithm (branch-and-bound) and two heuristic algorithms (TB and TL). The experiments
show that ERIM outperforms TB and TL methods with significant energy saving (more than 10%), much reduced average
response time, and improved system utilization.

Keywords energy efficiency, Networks-on-Chip, multiprocessor System-on-Chips, run-time incremental mapping

1 Introduction

Advance in CMOS technologies keeps driving up
the number of processing cores that can be integrated
on a single chip. To efficiently interconnect the large
number of processing cores in embedded multiprocessor
System-on-Chips (MPSoCs), Networks-on-Chip (NoC)
have emerged as the mainstream on-chip interconnect
architectures. As the number of processing cores con-
tinues to increase in such a rapid pace, NoC soon have
to explore the third dimension (practically feasible due
to the development of 3-D integration) to help meet the
demanding integration challenges[1].

Apart from the architectural advantages of 3D NoC,
3-D integration itself alone can considerably reduce the
global interconnection length, resulting in shorter inter-
connection delay, lower power consumption and smaller
overall chip area[2]. Of the many existing approaches for
3-D integration, the through silicon via (TSV) techno-
logy is particularly suitable for 3D NoC due to its high
density of vertical interconnects[1]. Fig.1(a) shows a
face-to-back stacked IC enabled by TSV technology,
while Fig.1(b) shows a possible floorplan where the tiles
are stacked together to form a multi-layered homoge-
neous MPSoC system. The tiles with the same X and
Y coordinates but different Z coordinates (i.e., they
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are located at the same corner of different layers) be-
long to the same column (we call them are in the same
pillar). Two tasks are said vertically mapped, if all the
tiles that the tasks are mapped onto are from the same
column.

Fig.1. (a) Example of 3-D MPSoC stacking. (b) Floorplan of

stacked homogenous dies.

A 3-D NoC-based MPSoC typically has a large num-
ber of processing cores available for high level of para-
llelism. To better utilize these vastly available com-
putation resources, virtualization[3] is applied to allow
a single MPSoC to be shared by multiple applications
which can be mapped to different regions of the chip
online. However, three major challenges are faced by
run-time incremental mapping of applications to 3-D
NoC.
• The vertical dimension in 3-D NoC needs to be

fully explored, as this added dimension helps increase
the degree of each router by one and tends to reduce
the global wire length. As a result, the energy consump-
tion caused by communications (i.e., energy consumed
by the routers and links) can be reduced for a carefully
designed mapping algorithm.
• By nature, the behavior of applications running

on the NoC is not known a priori. That is, the time
of the multiple applications and their run-time beha-
viors cannot be determined before they actually run on
the system. Run-time mapping of applications with no
a priori behaviors may cause fragmentation. Unfortu-
nately, these fragmented tiles cannot be utilized by an
incoming application if a conventional mapping flow is
followed. As a result, any efficient run-time incremental
mapping method must reduce the negative impacts of
the mapped applications on incoming applications with
random time.
• Thermal constraints on components both horizon-

tally aligned at the same layer and vertically aligned
across layers have to be considered. Increase in power
density and temperature may adversely affect circuit re-
liability, and this effect becomes more noticeable in 3-D
NoC, where the thermal correlation between vertically
aligned components is stronger than that between com-
ponents within the same layer[4]. As a result, increase

of power or energy consumption at one single layer (die)
may lead to the temperature increase of the whole ver-
tical stacks. In another word, the run-time mapping
should also consider the thermal constraint in a verti-
cally aligned column so that the maximum temperature
of the chip should be kept below an acceptable thres-
hold.

Unfortunately, there is very little work on run-time
3-D NoC mapping to address the above mentioned chal-
lenges. Existing offline 3-D NoC mapping approaches[5]

are not suitable for run-time mapping as they do not
consider the shapes of the mapped regions and the im-
pact of these mapped regions on the incoming applica-
tions that need to be mapped. The 2-D NoC run-time
incremental mapping algorithms[6-7] also cannot be di-
rectly applied to 3-D NoC because the properties of
vertical links available in 3-D NoC are not considered
at all.

In this paper, we propose a novel energy effi-
cient run-time incremental mapping (ERIM) framework
which maps applications that arrive and exit a 3-D
NoC-based MPSoC system in a truly random fashion.
ERIM first finds a cuboid region to reduce the im-
pact of mapped applications (i.e., fragmentation) on
incoming applications to be mapped, after which the
ERIM diverges for communication- and computation-
centric applications, as defined by their respective task
graph characteristics. For communication-centric ap-
plications, ERIM aims to reduce the energy consump-
tion of communication by exploring the vertical di-
mension. For computation-centric applications, ERIM
aims to balance the energy consumption of processors
(with running tasks) allocated on each pillar. To im-
prove the system utilization, ERIM also tries to map
the tasks with low power/energy consumption to those
fragmented tiles while satisfying all the relevant ther-
mal constraints.

To the best of our knowledge, this is the first work
on run-time incremental application mapping targeting
3-D NoC-based MPSoCs. The main contributions of
this work are two-fold.
• This proposed mapping framework explores the

vertical dimension to help minimize the total energy
consumption, taking into account of distinct applica-
tion characteristics.
• A method is developed to minimize the impact of

the mapped applications on incoming applications by
reducing the possibility of resource fragmentation.

The rest of this paper is organized as follows. Sec-
tion 2 surveys the related work. Section 3 provides the
preliminaries and formally defines the problem to be
addressed in this paper. Section 4 presents the obser-
vations and a decomposition of the problem. Following
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the observations obtained from a motivating example,
Section 5 presents the run-time mapping algorithm in
detail. Section 6 presents the validation methodology,
and the results are reported in Section 7. Finally, Sec-
tion 8 concludes the paper.

2 Related Work

In this section, three relevant topics are reviewed:
1) design and analysis of 3-D NoC, 2) application map-
ping algorithms for NoC, and 3) thermal management
approaches for 3-D NoC.

2.1 Design and Analysis of 3-D NoC

Research in 3-D NoC falls into four major areas: 1)
topologies of 3-D NoC, 2) for 3-D NoC router designs,
3) 3-D NoC design methodologies, and 4) analysis of
3-D NoC. A quick survey of relevant topics is provided
in this subsection.

Topologies. Matsutani et al.[8] proposed a three-
layer NoC where each layer has a customized topo-
logy to meet its distinct cost-performance requests, and
routers in the same pillar but at different layers are con-
nected by crossbar switches. Feero et al.[9] compared
and analyzed both 3-D mesh-based architectures (sym-
metric 3-D mesh, stacked mesh, and ciliated mesh) and
3-D tree-based architectures in terms of network per-
formance and energy dissipation.

Router Designs. Kim et al.[10] proposed the 3-
D dimensionally-decomposed (DimDe) router. The
DimDe router features a true 3-D crossbar with two
vertical interconnects across all the layers. Short ver-
tical links are preferred when there is only one hop for
vertical transmissions among different layers. In addi-
tion, the crossbar is decomposed to reduce complexity.

Design Methodologies. Seiculescu et al.[11] proposed
a synthesis design flow and the SunFloor 3-D tool for
3-D NoC. SunFloor 3-D can take the applications’ task
graphs as its input and generate a customized topology
with optimized energy consumption or hardware area.
Pavlidis et al.[12] provided an analytical model of zero-
load latency and a power model for 3-D NoC.

2.2 Application Mapping Algorithms for NoC

In the literature, a number of IP mapping algorithms
have been proposed for 2-D NoC with the objective
of minimizing the overall communication power. A
summary of these algorithms was provided by Wang
et al.[13]. However, most of these existing mapping
algorithms were actually designed for 2-D NoC and
they do not lend themselves well to tackle the run-
time incremental mapping for 3-D NoC. Although the
branch-and-bound algorithm[14-15] can be extended to
3-D NoC, the extremely long running time required ren-

ders its impracticability for run-time mapping. The
high complexity of the thermal-aware 3-D offline map-
ping proposed by Addo-Quaye et al.[16] also prohibits
its applicability for run-time 3-D NoC mapping.

In terms of run-time incremental mapping for 2-D
NoC, several schemes have been proposed. Smit et
al.[17] proposed a run-time task assignment algorithm
for heterogeneous processors where the task graphs are
limited to only a small number of tasks. Carvalho et
al. proposed[18] a dynamic task mapping scheme which
aims to improve the performance by minimizing the
channel load. Chou et al.[6-7] proposed a number of
incremental mapping algorithms. The general idea of
these run-time mapping algorithms is to find a convex
tile region first, after which the incoming application is
mapped to that convex region. The convexity of the
tile region helps to reduce the distance of communica-
tion paths within the region, and it also helps minimize
the mapping impact on incoming applications as the re-
maining tiles form a continuous shape. Note that these
mapping algorithms proposed by Chou et al.[6-7] may be
extended for 3-D NoC. Run-time mapping algorithms
in traditional parallel and distributed systems[19] do not
suit for the on-chip application mapping as they do not
consider the on-chip power consumption.

2.3 Thermal Management Approaches for 3-D
NoC

Thermal management for 3-D NoC systems is essen-
tial to keep the maximum temperature of the chip un-
der a threshold to avoid thermal hotspots. The existing
thermal management techniques can be broadly classi-
fied into static thermal control and Dynamic thermal
management (DTM) methods.

Static thermal control methods can allocate tasks
offline by predicting the run-time temperature of the
components, and as so, they can be used for thermal
optimization in a global sense.

DTM methods on the other hand, monitor the tem-
perature of each component online and accordingly ad-
just the frequency or voltage of the circuits for tem-
perature control purposes. Arjomand et al.[20] pro-
posed a static task mapping and voltage island plan-
ning method, Temperature-Aware Low Power Mapping
(TL). TL sorts communication edges by assigning prior-
ities according to the communication volumes (or band-
widths). For communication-centric applications, TL
maps the edges with larger communication volumes to
vertical links, while for computation-centric applica-
tions, TL attempts to map the tiles to the bottom layer.
Most DTM methods, like those proposed in [4, 21-22],
use dynamic voltage/frequency scaling (DVFS) to con-
trol the voltage/frequency of the components so that



Xiao-Hang Wang et al.: Energy Efficient Run-Time Incremental Mapping for 3-D Networks-on-Chip 57

the temperature can be controlled eventually. How-
ever, DVFS requires additional circuits which might
incur additional hardware cost. In one study, it has
been shown that the DVFS circuit may account for up
to 12% of the entire processor area[23].

3 Problem Formulation

In this paper, our study is focused on run-time in-
cremental mapping for crossbar switch-based 3-D NoC
due to their superior energy efficiency over symmetri-
cal 3-D structures[8,10]. Multi-clock domains are also
assumed for the NoC systems[8]. Fig.2 shows the 3-D
NoC architecture, which is composed of N layers of IP
cores and routers. Each IP core is indexed by (x, y, z)
where 0 6 x 6 Mx, 0 6 y 6 My and 0 6 z 6 N − 1;
each layer is composed of IP cores interconnected as an
Mx ×My mesh. At each layer, each IP core is located
on a single physical plane and connected to its router
through a horizontal link. Assume all the vertical links
of the 3-D routers are connected by crossbar switches as
the case in [8] and [10]. As shown in Fig.2, each router
has six ports, including five horizontal ports, i.e., E, W ,
N , S and local, and one port connecting to the cross-
bar. The deterministic XYZ routing is assumed. A tile
is defined to be an IP core with the corresponding part
of the router on the same layer. The heat sink is placed
close to the bottom layer (layer 1).

Fig.2. (a) Assumed 3-D NoC architecture. (b) Side view of dif-

ferent layers. (c) Implementation of inter-layer crossbars[8].

3.1 Power Models

In this subsection, the power/energy models for de-
termining dynamic and leakage power for various com-
ponents of the 3-D NoC systems, including the IP cores,
routers and links, are introduced.

3.1.1 Dynamic Power/Energy

The dynamic power of the 3-D NoC systems is

composed of both power consumed in computation (i.e.,
by IP cores) and power consumed in communications
(i.e., by routers and links).

1) The dynamic power of IP core Pp can be calcu-
lated as[24]

Pp = θCpfV 2
dd, (1)

where θ is the switching activity, Cp is the load capaci-
tance, f is the frequency, and Vdd is the supply voltage.

2) The dynamic energy consumption of sending one
flit from a source tile to a destination tile comes from
two sources: the energy consumed at the routers and
the energy consumed on the interconnection links. The
average energy consumption of sending one bit of data
from tile ti to tile tj can be represented as

E
ti,tj

bit = ηERbit + ηHELHbit + ηV ELVbit, (2)

where ERbit is the energy consumed when transporting
one flit through the router, η is the number of routers
traversed from tile ti to tile tj , ηH and ηV are the
numbers of horizontal and vertical links in the com-
munication path, respectively, and ELHbit and ELVbit

are the respective energy consumed on the horizon-
tal and vertical links. Following the wire model in
[8], one can see that ELHbit = dHV 2

ddCwireH/2 and
ELVbit = dV V 2

ddCwireV /2, where dH and dV are the
respective lengths of the horizontal and vertical links,
Vdd is the supply voltage, and CwireH and CwireV are
the wire capacitances of horizontal and vertical links,
respectively.

3.1.2 Leakage Power

Leakage power of any component is due to the sub-
threshold current Isub0 and the gate leakage current
Ig0. The leakage power of the j-th component can be
represented as

P l
j(t) = Isub0j + Ig0j = Ajαeβ(T (τ)−Tref )

=Reβ(T (τ)−Tref ), (3)

where j is the index of a component (i.e., IP cores,
routers, and links), Aj is the area of the j-th compo-
nent, T (τ) is the temperature of the component, Tref

is the reference temperature (for example, 383K), R
is the leakage power at the reference temperature, α
and β are the scaling factors between CMOS techno-
logy nodes[25].

3.2 Thermal Model

As indicated in [26], heat flow can be modeled as

C
dT (τ)

dτ
+ AT (τ) = P (τ), (4)
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where τ is the discrete time unit, C is the ther-
mal capacitance matrix of components (routers, pro-
cessors, etc), A is the thermal conductance matrix,
T (τ) is the temperature vector with T (τ)[j] represent-
ing the temperature of the j-th component, and P (τ)
is the power vector including both dynamic and leak-
age power. When τ approaches the infinity, we have
T = PA−1.

Noticeably, 3-D NoC demonstrates thermal hetero-
geneity at different layers. In general, the layer closer
to the heat sink has better cooling efficiency[4]. In ad-
dition, as stated in Section 1, 3-D NoC have stronger
thermal correlation among components in the same pil-
lar.

3.3 Application and Architectural Models

Each incoming application is represented by its com-
munication trace graph defined below. Virtualization
and traffic isolation are assumed[3]. Applications are
not allowed to be overlapped.

Definition 1. A communication trace graph
(CTG), G = (V, E) is an undirected graph, where
• A vertex/node vk ∈ V represents a set of tasks.

Tasks are partitioned offline. EX (vk) is the worst case
execution time of vertex vk and can be found by profiling
the program with different input sets. The application
is assigned with a completion deadline D. Deadline is
set by the user and is application-specific. P (vk) is the
computation power by vertex vk, which can be obtained
from (1). Both EX (vk) and P (vk) can be profiled of-
fline.
• An edge ei = (vj , vk) ∈ E represents the com-

munication trace between vertices vj and vk. For edge
ei, ω(ei) defines the communication volume between
vertices vj and vk in bits. ω(ei) can be obtained by pro-
filing or offline analysis. The data transmission time
related to the task can be approximated by the zero load
latency model[27].

A 3-D NoC architecture is modeled with its archi-
tecture characterization graph.

Definition 2. An architecture characterization
graph (ACG) G′ = (TI , L) is an undirected graph repre-
senting a 3-D NoC architecture with N layers (as shown
in Fig.2), where TI is the set of free tiles and L is the
links between these tiles. In G′, each vertex ti ∈ TI
represents a tile, which has a coordinate (x, y, z) and
the index is z × Mx × My + y × Mx + x. Each edge
li ∈ L = (tj , tk) represents a link between adjacent tiles
tj and tk. For link li,
• ω(li) defines the bandwidth provided on link li be-

tween adjacent tiles tj and tk;
• htj ,tk

is the set of links forming one of the shortest
paths from tile tj to tile tk(htj ,tk

⊆ L).

Without loss of generality, in this paper, we focus
on NoC architectures with bw(li) = B. We also as-
sume that the IP core with index (0, 0, 0) (referred as
the global manager, GM) manages the whole mapping
process.

3.4 Problem Description

Using the power, application and architectural mod-
els defined above, the 3-D NoC run-time mapping prob-
lem is described as: given the CTG G = (V, E) of the
incoming application and the ACG G′ = (TI , L) of the
current 3-D NoC system, of n components (including
IP cores, routers and links) in the mapped region, and
the temperature constraint TMAX, to find a mapping
function M : V → TI , with minimum total energy
consumption, i.e.,

min
( |E|−1∑

i=0
ei=(vj,vk)∈E

ω(ei)× E
M(vj),M(vk)
bit +

|V |−1∑

i=0

p(vk)× EX (vi) +
n−1∑

j=0

P l
j(τ)×D

)
(5)

subject to

∀vj ∈ V, M(vj) ∈ TI , (6)

∀vj , vk ∈ and vj 6= vk,M(vj) 6= M(vk), (7)

∀lm, D ×B >
∑

ei=(vj ,vk)

ω(ei)× f(lm, hM(vj),M(vk)),

(8)

max
i=0 to |V |−1

(EX (vi)) 6 D, (9)

max
j=0 to n−1

(T (τ)[j]) 6 TMAX, (10)

where

f(lm, hM(vj),M(vk)) =
{

1, if lm ∈ hM(vj),M(vk),

0, if lm 6∈ hM(vj),M(vk).

The cost function given in (5) has three terms (from
left to right): dynamic communication energy, com-
putation energy and energy caused by leakage. Since
no DVFS is assumed and all the IP cores are identi-
cal (homogenous), each task’s computation energy re-
mains the same irrespective of which tile it is mapped
to. As such, the second term is viewed as a constant.
Conditions given by (6) and (7) ensure that each task
should be mapped exactly to one tile and no tile can
host more than one task. The inequities given in (8)
specify the bandwidth constraint for every link. The
inequities given in (9) ensure that the deadline of an
application should be satisfied. The inequities given
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in (10) ensure that the highest temperature of all the
components cannot exceed the threshold temperature.

4 Problem Decomposition

4.1 Observations

A number of observations shall be made before we
show how to decompose the problem defined in the pre-
vious section.

First, the relative contribution of each term in (5)
may vary with applications. For applications that in-
volve heavy communications, the first term will domi-
nate the overall energy consumption, and hence, these
applications shall be treated differently from those ap-
plications involving small amount of communications.

Second, in 3-D NoCs, whenever possible, vertical
links are favored when mapping applications; in this
way, energy consumption of communication tends to
be reduced as opposed to map applications to horizon-
tal links. In Fig.3(a), for instance, the given CTG is
mapped to a 3-D NoC with three layers. In Fig.3(a),
a 2-D oriented mapping result is shown, where the
communication is mapped to the horizontal links. The
communication energy cost of this mapping scheme is
EUp = (70 × ERbit + 40 × ELHbit). Fig.3(b) shows
the mapping result which explores the vertical dimen-
sion. The communication energy of the lower one is
ELow = (60×ERbit +10×ELHbit +20×ELVbit). Using

Fig.3. Motivating examples. (a) 2-D oriented mapping result.

(b) Mapping result utilizing vertical links. (c) Utilization of frag-

mented tiles.

Orion simulator[28] (targeting a 90 nm CMOS techno-
logy), we have EUp = 7.4 nJ, while ELow = 6.2 nJ which
is about 0.83x of that of the upper one. From this com-
parison, we can see that, a mapping exploring the verti-
cal dimension in 3-D NoC is more energy-efficient than
a 2-D oriented mapping.

Third, if fragmented tiles can still be used, system
utilization shall certainly be improved, as one can see
in an example give in Fig.3(c). Suppose three applica-
tions are currently running in the system. The white
boxes are fragmented tiles. When the fourth applica-
tion arrives, a contiguous region of available tiles at the
top layer is found. If the energy consumption of Appli-
cation 4 is low and the temperature of each pillar does
not exceed thermal constraint, mapping this new ap-
plication to the contiguous tile region at the top layer
would improve tile utilization and reduce application
waiting time.

4.2 Problem Decomposition

Definition 3. An application is communication-
centric if

(ERbit + ELHbit)×
|E|−1∑

i=0
ei=(vj,vk)∈E

ω(ei)

|V |−1∑

k=0

EX (vk)× P (vk)

> ∆, (11)

where ∆ is a user-defined constant. Otherwise, the ap-
plication is computation-centric. The left hand side of
(11) is the approximated dynamic energy consumption
of communication divided by the computation energy
consumption of the application. Before mapping, the
communication energy cost is not known. Thus, we
use the energy consumption of communication where
each communication takes only one hop to traverse to
approximate the energy consumption of communication
before mapping. Because only when the estimated en-
ergy consumption of communication accounts a certain
percentage (e.g., over 20%) in the overall energy con-
sumption, the minimization of the energy consumption
of communication is meaningful. In the experiments,
∆ is set to 0.3.

Definition 4. A fragment tile is such a tile that
it is inside a cuboid tile region, but no task has been
allocated to this tile.

The 3-D NoC run-time mapping problem (defined in
Subsection 3.4) is decomposed into five sub-problems as
shown in Fig.4. When a new application arrives,
• A cuboid region which can help reduce fragmen-

tation for incoming applications (P1) shall be found.
Cuboid region is preferred as mapping applications to
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Fig.4. Overall run-time mapping algorithm flow.

processors lining in the vertical dimension can have
lower communication energy and can also result in
more regular shapes, which is desirable for minimal
routing. Based on the nature of the applications
(communication-centric or computation-centric), the
tasks are allocated accordingly to different layers of the
3D NoC (P2). Then communications edges with high
traffic volume are mapped to vertical dimension in order
to reduce dynamic energy consumption of communica-
tion (P3).
• If the application is computation-centric, the tasks

are mapped such that the energy consumption of pro-
cessors (running tasks) in each pillar is balanced (P4).
• There are two special cases to consider:
Case 1. No cuboid region is available but there exist

sufficient number of fragment tiles to form a contiguous
region

Case 2. Thermal violation would occur after an
initial mapping result is obtained. In both cases, a
thermal compliance post-mapping is necessary to: 1)
map the application to the fragment tiles to improve
resource utilization under the thermal constraints or,
2) map the application to the bottom layer to satisfy
the thermal constraint (P5).

In the rest of Section 4, these sub-problems, P1
through P5, will be formulated and the optimization

metric for each sub-problem will be presented. The so-
lutions to these sub-problems will be presented in Sec-
tion 5.

4.2.1 NoC Region Selection (P1)

When an application arrives, a cuboid region made
of free tiles from multiple layers is identified as the re-
gion that this application can be mapped onto. With-
out loss of generality, this region is assumed to have
N sub-regions, one on each layer. To reduce the map-
ping impact on incoming applications, these sub-regions
should be rectangle in shape and each of the sub-regions
shall have identical size as possible.

Given the CTG of the incoming application, the
ACG of the 3-D NoC and the free tile regions, the goal is
to find a cuboid region SR = {SR0, . . . ,SRN−1}, where
SRw represents the sub-region of unallocated tiles on
layer w, with the objective of

min(|SRw|×N−|V |), for each w = 0, . . . , N−1, (12)

subject to

|SRw| ×N > |V |, (13)

|SRw| = |SRw+1|, for w = 0, . . . , N − 2. (14)

Here |V | gives the number of vertices in G and |SRw|
gives the number of tiles in sub-region SRw. (12) sets
the objective to find a cuboid tile region with the mini-
mal number of tiles that are sufficient to handle all the
tasks of the incoming application. (13) ensures that the
number of free tiles in the cuboid tile region should be
larger than or equal to the minimum number of tiles re-
quired for the incoming application. (14) ensures that
the tile region has cuboid shape.

4.2.2 Layer Allocation (P2)

To map a communication-centric application, the
basic idea of layer allocation is to find the layers for
those tasks which have high communication volumes to
be mapped onto. Communication edges with high com-
munication volumes shall be allocated vertically when-
ever possible in order to reduce energy consumption.

Assume the edges in G are sorted in non-increasing
order of their communication volumes (i.e., ω(ei)). Let
SG ⊂ G be the sub-graph formed with the first ζ%
edges (ζ is set to 50 in the experiments) in the sorted
edge list[13]. The objective is to partition all the ver-
tices in SG into N subsets corresponding to the N sub-
regions found in P1, such that the communications with
large volumes are mapped vertically, i.e., vertices with
large communication volumes are better to be placed
into separate layers (sub-regions). This layer allocation
sub-problem now is defined as follows.
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Given the sub-graph SG of the CTG and the sub-
regions SR0, . . . ,SRN−1 obtained from P1, partition
the vertices in SG into N disjoint sets, SG0, . . ., and
SGN−1, with the objective of:

max
∑

ei=(vj,vk)
vj∈SGm
vk∈SGn

m 6=n

ω(ei), (15)

subject to

SGm ∩ SGn = φ, for m 6= n, (16)

|SGm| 6 |SRw|, for each m = 0, . . . , N − 1. (17)

Here we target to maximize the inter-layer commu-
nication, such that communications with higher band-
widths will be mapped vertically. (16) ensures that the
sets are disjoint. Because the sets correspond to the
layers, so they must be disjoint. (17) ensures that the
number of tasks in the sub-graph should be less than
the tiles in the sub-region.

4.2.3 CTG to NoC Region Mapping (P3)

With the sub-regions and sets obtained in P1 and
P2, for communication-centric applications, they are
then mapped in the way that the total energy con-
sumption is minimized. Leakage power model can
be updated if a more precise physical model is avail-
able without a major modification of the flow or opti-
mization cost function. As such, in this sub-problem,
the goal is focused on minimizing the dynamic com-
munication. This sub-problem is defined as follows:
Given the CTG of an incoming application, N ver-
tex sets, SG0, . . . ,SGN−1 and a set of sub-regions
SR = {SR0, . . . ,SRN−1}, the goal is to find a mapping
function M : V → SR so that:

min
( |E|∑

i=0
ei=(vj,vk)∈E

ω(ei)×[ηERbit+ηHELHbit+ηV ELVbit]
)
,

(18)
subject to the same conditions given in (6) to (10) as
well as

∀vj ∈ V, M(vj) ∈ SR, (19)

which ensures one-to-one task to tile mapping.

4.2.4 Mapping Computation-Centric Application
(P4)

If the application is computation-centric, it would
be beneficial to 1) balance temperature and energy con-
sumption of each pillar, and 2) to allocate tasks with
higher power consumption to layers closer to the heat
sink.

Given the CTG of the incoming application and a set
of sub-regions SR = {SR0, . . . ,SRN−1}, find a mapping
function M : V → SR with the objective of,

min




max
Vertical
stacks in

SR

∑
P (vk)−

M(vk) has the
same Z

coordinate in
SR

min
Vertical
stacks in

SR

∑
P (vk)

M(vk) has the
same Z

coordinate in
SR


 ,

(20)
subject to the same conditions given in (6) to (10) and
(19).

4.2.5 Post Mapping (P5)

Consider two special cases shown in Fig.4: 1) case
1: no cuboid region is available but there are sufficient
number of fragmented tiles to form a contiguous re-
gion; and 2) case 2: initial mapping result violates the
applicable thermal constraints. The goal of this sub-
problem thus is to map/remap the applications such
that the thermal constraints have to be satisfied.

Given the CTG of the incoming application and a re-
gion of contiguous tiles RG , find a mapping M : V →
RG , with the objective of minimizing the highest tem-
peratures of all the components given below:

min(T (τ)[i]), (21)

subject to the same conditions given in (7) to (11) as
well as

∀vj ∈ V, M(vj) ∈ RG , (22)

which ensures one-to-one mapping in the region. When
filling fragmentation, RG is a contiguous region of frag-
ment tiles. When the thermal constraint is violated,
RG represents a contiguous region of tiles at the bot-
tom layer.

5 Algorithms of ERIM

To solve the run-time mapping problem for 3-D NoC,
we propose an energy efficient run-time incremental
mapping framework which consists of a set of algo-
rithms, one for solving each sub-problem formulated in
Section 4.

5.1 NoC Region Selection Algorithm for P1

As discussed in Section 4, a cuboid of NoC tiles has
to be found for an incoming application. This prob-
lem can be further divided into two steps. First, given
the incoming application’s CTG G, a window of size
l × w should be found such that N × l × w > |G| and
N × l × w − |G| is minimized. That is, the shape and
size of the sub-region should be chosen to minimize frag-
mentation. Second, after finding the l×w matrix, avail-
able tiles which form the N × l × w cuboid should be
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found (these tile regions are called sub-regions). A win-
dow moving process is used as detailed in Fig.5(a). A
window of size l×w starts from tile (0, 0, 1) and sweeps
the first layer. The window sweeps the whole layer until
all of the tiles inside the window are found to be not
allocated yet. The NoC region selection algorithm is
listed in Fig.5(b). The complexity of the algorithm is

O(Mx×My + (|TI |/|N | ×Mx×My)) = O(|TI |/|N |)2.

NoC region selection(G, Q, G′)
Input: 1) G: the CTG of the incoming application

2) Q: current unallocated tiles in NOC

3) G′: the ACG of the NoC architecture

Output: 1) SR: a cuboid the region allocated for the in-

coming application

Function: find the sub-regions of tiles for the incoming

application

Procedure body:

{ var: size each layer = d|G|/Ne;
//1. find the window size

for (l = 1; l < size each layer/2; l + +)

for (w = 1; w < size each layer/2; w + +)

if (l × w > size each layer){
break from the l-indexed loop; }

//2. find an N × l × w cuboid in Q for G,

//use window sweeping at the bottom layer

for (each tile t in Q0) {
//suppose Q0 is the free tile region in the bottom layer

of 3-D NOC

//suppose the coordinate of ti is (i, j, 0)

//let R be the rec tangle tile region whose top left and

bottom right ranges are (i, j, 0) and (i + l, j + w, 0)

//let R′ be the rectangle tile region whose top left and

bottom right ranges are (i, j, 0) and i + w, j + l, 0)

//m = 0, 1, . . . , N − 1

if (all the tiles in R are available) {
SRm = R;

break; }
else if (all the tiles in R′ are available) {

SRm = R′;
break; } }

Q = Q− SR}
(b)

Fig.5. (a) Window sweeping process. (b) NoC region selection

algorithm for P1.

Fig.6 shows an example of applying this algorithm.
The CTG shown in Fig.6(a) has 16 vertices. The black
tiles in Fig.6(b) are the ones that are currently run-
ning previously mapped applications. A 3 × 2 × 3

cuboid is selected based on the window sweeping pro-
cess (Fig.6(b)).

Fig.6. Example of NoC region selection algorithm for P1. (a)

CTG. (b) NoC region selection. (c) Sub-graph of CTG and set

matching. (d) CTG to NoC region mapping.

5.2 Layer Allocation Algorithm for P2

In the second step of mapping communication-
centric applications, the sub-graph of the CTG, i.e.,
SG , which includes the vertices with high communica-
tion volumes, should be partitioned into N sets, corre-
sponding to N sub-regions of the layers obtained from
P1. The sub-graph SG is formed by the first ζ% edges
(denoted as SE ′) in SE (SE is a descending sorted edge
list by communication volume). Edges with high com-
munication volumes are preferred to be mapped verti-
cally. There is one exception to this strategy, though, as
there is only one vertical link between two tiles (x, y, z)
and (x, y, z +1), z = 0, . . . , N − 2. Consider the follow-
ing two cases: case 1: a task is allocated to tile (x, y, z)
and has two neighbors in layer z + 1; case 2: one of
the task’ neighbors is mapped to the same layer z. The
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energy consumption of case 1 might be higher than that
of case 2.

Fig.7 shows one example. Given the CTG shown
in Fig.7(a), if vertices 1 and 2 are mapped to layer 1
(Fig.7(b)), the energy consumption is (50 × ERbit +
10×ELHbit +20×ELVbit). If vertex 2 is mapped to the
same layer of vertex 0 (Fig.7(c)), the energy consump-
tion drops to (40×ERbit + 10×ELHbit + 10×ELVbit).
This example illustrates, if a task has neighbors al-
ready allocated to adjacent layers, it might be bene-
ficial to allocate the remaining neighbors to the same
layer. Fig.7(d) lists the layer allocation algorithm with
a complexity of O(|E||N |2).

Layer Allocation(SG,SE ′,SR)

Input: 1) SG : the sub-graph of the incoming application’s

CTG

2) SE ′: the sorted edge list of the first ζ% edge

3) SR: the set of sub-regions for the incoming

application

Output: 1) SG0, . . . ,SGN−1: the N sets containing the

vertices in SG

Function: Allocate the vertices in SG into the N sub-regions

Procedure body:

{ for (each edge ei = (vj , vk) ∈ SE ′) {
if (neigher vj nor vk is allocated to any sub-region) {
//suppose vj is the vertex with high degree in SGu,

u = 0, . . . , N − 1

if (vj has more than 1 neighbors in SE ′ and

|SGdN/2e| < SR0|)
Add vj to SGdN/2e;

else

Add vj to SGu such that |SGu < |SR0|, for

u = 0, . . . N − 1; }
else if (one of the two vertices is allocated) {
//suppose vj is allocated to SGu

if (vj has neighbors in SE ′ and is allocated to SGu−1 or

SGu+1)

Add vk to SGu;

else

Add vk to SGm such that |SGm| < |SR|0 with m 6= u,

|u−m| minimized and vj has no neighbor allocated

to SGm; } } }
(d)

Fig.7. Layer allocation algorithm (P2). (a) Sub-graph of an ap-

plication. (b) Mapping with vertices 1 and 2 on layer 1. (c)

Mapping with vertex 1 on layer 1 and vertex 2 on layer 0. (d)

Layer allocation algorithm for P2.

Fig.6(c) shows an example of the layer al-
location procedure based on the CTG given in

Fig.6(a). The sub-graph SG of this CTG is given
in Fig.6(a) and the size of sub-regions on each layer
is 6. The sorted edge list of the sub-graph is
{(0, 1), (0, 2), (1, 5), (2, 6), (13, 15), (14, 15)}. The final
result of the layer allocation for the vertices in SG is
given in Fig.6(c).

5.3 CTG to NoC Region Mapping Algorithm
for P3

After finding the set of tile regions SR and
the allocation of the vertices in SG to the N
sets, SR0, . . . ,SRN−1, all of the vertices in the
communication-centric application should be mapped
to SR. In this algorithm, a metric Dist() is used to find
the weighted distance of two tiles. The Dist() metric is
defined as:

Dist(ta, tb) = |xa − xb| × ELHbit + |ya − yb| × ELHbit+

|za − zb| × ELVbit,

where (xa, ya, za) and (xb, yb, zb) represent the coordi-
nates of tiles ta and tb, respectively. As discussed in Sec-
tion 3, Dist() reflects the energy consumption of each
communication edge after the two vertices are mapped.
This algorithm examines each edge in SE of the CTG
and maps the vertices to minimize the distances be-
tween any two.

Fig.8 shows the CTG to NoC region mapping al-
gorithm whose complexity is O(|E||TI |2). Thus, the
total complexity of the run-time incremental map-
ping algorithm for communication-centric applications
is O(|E||TI |2).

Fig.6(d) shows the mapping result given the
communication-centric CTG (Fig.6(a)) based on the re-
sults of NoC region selection (Fig.6(b) and 6(c)).

5.4 Mapping Algorithm for Computation-
Centric Applications for P4

As stated in Subsection 4.2.4, if the incoming appli-
cation is computation-centric, to balance the tempera-
tures at different layers, the difference of the aggregated
energy consumption of the tiles in each pillar should
be minimized. This problem is inherently NP-hard[29].
To solve this sub-problem, a heuristics is applied. The
vertices are sorted by the energy/power consumption in
decreasing order. In each iteration, a vertex from the
sorted list is mapped to a pillar where the total energy
consumption is minimized. The size of the cycles rep-
resents the average energy consumption of the vertices
and the bins represent the tiles in the pillars as shown
in Fig.9. The content of the bins represents the sum of
the energy consumption in the pillar. This algorithm is
listed in Fig.10, and the complexity of the algorithm is
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CTG to NoC Mapping(G,SE ,SR)

Input: 1) G: the CTG of the incoming application

2) SE : the sorted edge list of the CTG

3) SR: the set of sub-regions for the incoming

application

Output: 1) MAP : mapping table for each vertex

Function: map each vertex to a tile in SR

Procedure body:

{ for (each edge ei = (vj , vk) ∈ SE) {
if (neither vj nor vk are mapped) {

case 1: vj ∈ SGu and vk ∈ SGm {
//u, m = 0, . . . , N − 1

MAP [vj ] = ta s.t. ta ∈ SRu;

//if vj has more than two neighbors in SG,

//ta should also have more than two

//fiee neighbor tiles

MAP [vk] = tb s.t. tb ∈ SRm and Dist(ta, tb)

is minimized; }
case 2: vj ∈ SGu{//u = 0, . . . , N − 1

MAP [vj ] = tc s.t. tc ∈ SRu;

//if vj has more than two neighbors in SG,

//tc should also have more than two free

neighbor tiles

MAP [vk] = td s.t. td ∈ SR and Dist(tc, td)

is minimized; }
case 3: {MAP [vj ] = te s.t. te ∈ SR;

//if vj has more than two neighbors in SG,

//te should also has more than two free

neighbor tiles

MAP [vk] = tf s.t. td ∈ SR and Dist(te, tf )

is minimized; } }
else if (only one vertex is mapped) {

//suppose vj is mapped to the t

case 1: vk ∈ SGm{//m = 0, . . . , N − 1

MAP [vk] = tg s.t. tg ∈ SRv and Dist(t, tg)

is minimized; }
case 2: {MAP [vk] = th s.t. Dist(t, th) is minimized; }

} } }

Fig.8. CTG to NoC region mapping algorithm for P3.

Fig.9. Analogue of energy balance.

O(|V ||TI |), assuming |V | = |TI |. Thus, the over-
all complexity of the run-time incremental map-
ping algorithm for computation-centric applications is
O(|TI |/|N |)2.

Fig.11 shows an example of mapping a computation-
centric application. Fig.11(a) shows the average power
consumption of the tasks. Fig.11(b) shows the regions
returned by NoC region selection by P2. Fig.11(c)
shows the allocation of tasks to pillars with balanced
power/temperature. In this example, the total average

Map Computation Centric Tasks(G,SR)

Input: 1) G: the CTG of the incoming application

2) SR: the set of sub-regions for the incoming

application

Output: 1) MAP : mapping table for each vertex

Function: map each vertex to a tile in SR

Procedure body:

{ var: SV : sorted vertex list in decreasing order by average

enery consumption

for (each vertex vi ∈ SV ) {
MAP [vi] = ta s.t. ta ∈ SR and the task energy

consumption of ta’s vertical column is minimal; } }

Fig.10. Map computation centric tasks algorithm (P4).

Fig.11. (a) Average task power consumption. (b) Tile regions

selected for the incoming application. (c) Allocation of tasks to

pillars with balanced power/temperature. (d) Mapping of the

computation-centric application.

power consumption of the tasks in each column is the
same. Fig.11(d) shows the mapping of tasks to the tiles
found by P4.

5.5 Thermal Compliant Post Mapping
Algorithm for P5

Thermal compliant post mapping considers two
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special cases: 1) If there is no cuboid region but a con-
tiguous region with sufficient fragment tiles is found,
then the incoming application is mapped to the frag-
ment tiles under thermal constraint; 2) if the ther-
mal constraint is violated after the above mapping pro-
cesses, a contiguous region is found with available tiles
at the layer closest to the heat sink and the application
is mapped to the region under thermal constraint.

Fig.12 shows the thermal compliant post mapping
algorithm whose complexity is O(|V ||TI |), assuming
|V | = |TI |. In this algorithm, RG is a contiguous re-
gion of fragment tiles for the first case, or a contiguous
region of tiles at the bottom layer for the second case.

Post Mapping(G,RG)

Input: 1) G: the CTG of the incoming application

2) RG: the set of tiles forming a contiguous region

Output: 1) MAP : mapping table for each vertex

Function: map each vertex to a tile in RG

Procedure body:

{
for (each vertex vi ∈ V ) {

MAP [vi] = ta s.t.

1) ta ∈ RG,

2) the total power consumption of ta’s vertical column

is below PMAX,

3) ta is closest to the tiles which host vi’s neighbors;

if (cannot find such a tile)

wait until some tiles are released; }
}
Fig.12. Thermal compliant post mapping algorithm for P5.

Fig.13 shows an example of thermal compliant
post mapping. Suppose the tiles found by previous
communication-centric mapping algorithm for P3 fail
to satisfy the thermal constraint, e.g., the temperature
of at least one router exceeds the threshold temperature
(by checking the total dynamic energy/power consump-
tion of each vertical volume and comparing it with the
power threshold PMAX). In Fig.13(c), a new contiguous
tile region is selected until the mapping result satisfies
the thermal constraint.

6 Validation Methodology

6.1 System Configuration

The 4× 4× 3 3-D NoC system is simulated using a
SystemC-based cycle-accurate NoC simulator modified
by the Noxim① simulator. Communication and task
execution are separated in simulation. Each processor
node in the simulator is replaced by a packet generator
with the same execution time (treated as delay) and
power trace of tasks profiled offline. The Hotspot[26]

Fig.13. Thermal compliant post mapping algorithm when

the thermal constraint is violated. (a) Task graph of a

communication-centric application. (b) Tile region found by algo-

rithm mapping communication-centric application. (c) Mapping

of the cool application.

tool is integrated into the NoC simulator to perform
thermal simulation. The 6 × 6 router model and the
crossbar model (as shown in Fig.2) are implemented
in hardware and synthesized using Synopsis Design Vi-
sion 2009.06 with TSMC 90 nm CMOS technology li-
brary. The power consumption of the crossbar model
is evenly distributed to the routers at all layers. The
router power consumption is 62 mW. In all the experi-
ments, the value of ∆ (Definition 3) is set to 0.3 in this
paper and could be adjusted. PMAX in Fig.12 is 3 W
(calculated by running thermal simulations on Hotspot
with the thermal threshold TMAX set to 383 K). The
value of β in (3) is 0.024 for 90 nm from the website②.

The 3-D NoC system parameters are listed in Ta-
ble 1. Part of the parameters are from [4] and [30].
Fig.14(a) shows the package model assuming a face-to-
back stacking. The package setup parameter is adopted
from [4]. Fig.14(b) shows the floorplan of each indivi-
dual tile. Each IP core (P) and local memory (M)
are synthesized together (denoted as P+M). The area
of router (R) and P+M are synthesized using Design

①Noxim. http://noxim.sourceforge.net, Nov. 2011.
②Managing power in 45 nm and 65 nm dDesigns. http://www.dianzichan.com/anonymous/ic/arm07conf mgm pwr45nm.pdf.
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Vision tool 2009.06 with TSMC 90nm CMOS techno-
logy library. The effective thermal conductivity consid-
ering via density is given by [4],

Keff = ρviaKvia + (1− ρvia)Klayer, (23)

where Kvia and Klayer are the respective thermal con-
ductivity values of the via material and region without
any via, and ρvia is the via density.

Fig.14. (a) Hotspot package model. (b) Floorplan of each tile at

90 nm of an embedded NoC system.

Table 1. Configuration of the System Characterization

Flit size 75 bits

Network size 4× 4× 3

Number of virtual channels 2

NoC buffer depth 8 flits

Local memory size 16 KB

Ambient temperature 318K

NoC frequency (MHz) 500

Processor frequency (MHz) 500

Die size (mm2) 0.774

CHwire (fF/mm) 212.12

CVwire (fF/mm) 600

Via size (um2) 20× 20

Theral cond Heat cap. Depth

(W/mK) (J/m3K) (µm)

Active layer 160.11 1.66e+6 50

Interface layer 6.83 3.99e+6 10

Heat sink 400.00 3.55r+6 6 900

In the experiments, ERIM is compared against two
known mapping algorithms.
• The first mapping algorithm is Temperature bal-

ance (TB), modified from [21]. In TB, the tasks are
sorted in decreasing order by their power consumption.
The tasks are mapped so that the power consumption
of each pillar is balanced.
• The second mapping algorithm is Temperature-

Aware Low Power Mapping (TL) in [20]. TL sorts
communication edges by assigning priorities according
to the communication volume (or bandwidth). For
communication-centric applications, TL maps the edges
with larger communication volume to vertical links. For

computation-centric applications, TL maps the tiles to
the bottom layer.

6.2 Benchmark Characteristics

The experiments are conducted with two sets of
benchmarks. The first set consists of random applica-
tions with their task graphs generated from TGFF[31].
The performance metrics of ERIM, TB, and TL are
compared, including 1) energy efficiency and tempera-
ture difference, 2) fragmentation results in terms of ave-
rage response time and system utilization. Table 2 lists
the parameters of the random benchmarks. For each
random experiment, five experiments are conducted
with the averaged results reported.

Table 2. Parameters of Random Benchmarks

Parameters Value

Number of vertices [3, 35]

Number of edges [5, 40]

Average execution time (cycles) [200, 1200]

Number of total applications 10

Task power consumption (mW) [20, 120]

Communication volume (bits) [100, 100 K]

CMOS technology point 90 nm

The second suite consists of five real applications,
as tabulated in Table 3. Among the real applications,
T264 decoder③ is a typical video processing appli-
cation. AES encoder/decoder are typical encryption
applications[32]. The automotive and consumer from
E3S④ are used in literatures as [7]. The matrix multi-
plication is a kernel program for many scientific appli-
cations. OFDM is a typical streaming communication
application[33].

Table 3. Characteristics of Real Benchmarks

Benchmark Name Number of Number of Template

Task Edge

T264 dec 4 7 Comp. centric

Automotive 24 22 Comp. centric

Consumer 12 12 Comp. centric

AES decoder 16 16 Comm. centric

AES encoder 16 16 Comm. centric

OFDM transmitter 10 9 Comp. centric

OFDM receiver 16 19 Comp. centric

Matrix multiplication 5 4 Comm. centric

For all these applications, tasks are partitioned of-
fline. The execution time and power consumption of
the tasks from applications are profiled offline using
Wattch/SimpleScaler[34] (configured as a PISA archi-
tecture) which can report power traces of the tasks.

③T264. http://www.codeforge.cn/article/96237, Nov. 2012
④E3S. http://ziyang.eecs.umich.edu/∼dickrp/e3s/, Nov. 2011.
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The communication volume among the tasks is manu-
ally analyzed.

The T264 decoder has four pipeline stages, and the
input to the decoder is a frame of foreman with quar-
ter common intermediate format (QCIF). We follow the
task partition in [32] and profile the corresponding tasks
in the code of the AES decoder and encoder, which are
partitioned into four pipeline stages and duplicated to
16 tasks. The tasks of automotive and consumer from
E3S are obtained from MiBench⑤. The matrix multi-
plication is partitioned into five tasks.

We also include the task graphs of OFDM transmit-
ter and receiver from [33] into our benchmark suites.
The execution time of tasks of OFDM is from [33] and
the power consumption trace is set to a uniform random
sequence with the average set to be 120 mW.

7 Experimental Results

To evaluate the proposed ERIM framework, exten-
sive experiments have been conducted.

7.1 Experiments on Random Benchmarks
Testing Energy Efficiency

To show the effects on energy efficiency (both
dynamic and leakage energy) of the three mapping
schemes, the results on single application and multiple
applications are reported.

7.1.1 Mapping a Single Application

In this set of experiments, only one single application
is mapped. An optimal mapping algorithm, Branch
and Bound (BNB)[15], is used as the baseline algorithm.
The normalized energy savings of BNB over ERIM, TB,
and TL are compared using random applications with
different numbers of task vertices. The parameters of
the experiments are listed in Table 2 except that only
a single application is generated.

Fig.15 shows that overall the degradation of ERIM
over BNB is less than 10%. Even with the applica-
tion with a large number of task vertices, the mapping
quality of ERIM is still quite close to what is obtained
from BNB. As a contrast, the mapping result of TB
over BNB declines sharply for the applications with
larger number of task vertices. The reason is due to
the fact that TB does not consider the communications
among tasks in its mapping process. When the num-
ber of task vertices increases, the number of commu-
nication edges also increases. Failing to explore this
feature, as the case in TB, will produce poor map-
ping results. Also, TL has higher energy consump-
tion than ERIM. Because TL does not maximize the

inter-layer communication, i.e., communications might
be mapped horizontally so that the distance of commu-
nication paths increases.

Fig.15. Comparison of energy consumption of BNB, ERIM, TB,

and TL over different number of vertices. The energy consump-

tion of ERIM, TB and TL is normalized over that of BNB.

7.1.2 Mapping Multiple Applications

In this set of experiments, multiple applications are
mapped at run-time to the 3-D NoC system. In each
experiment, five random applications are generated.

Fig.16 reports the average energy savings of ERIM
over TB and TL for multiple applications with differ-
ent average traffic volumes. The applications with com-
munication volume less than or equal to 10K bits are
considered to be computation-centric. The application
parameters are listed as in Table 2 except that the com-
munication volume is ranged as shown in Fig.16. From
Fig.16 we can see that, as the traffic volume increases,
ERIM is more efficient over TB and TL. Due to the
same reason for Fig.15, the mapping results generated
by TB have high communication energy. TL is not effi-
cient when the CTG becomes complex, i.e., the average
energy consumption of communication is high and the
number of communication edges is large (i.e., the ave-
rage degree of vertices is large).

Fig.16. Comparison of energy consumption of ERIM, TB and

TL, over different traffic volume. The energy consumption of TB

and TL is normalized over that of ERIM. The applications with

traffic volume less than or equal to 10K bits are considered to be

computation-centric.

To evaluate the impact of the number of
communication- and computation-centric applications
on the energy consumption, a set of experiments are

⑤MiBech Version 1.0. http://www.eecs.umich.edu/mibench/, Nov. 2011.
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conducted. A sequence of 20 random applications are
mapped, among which, 20%, 40%, 60%, 80% of the ap-
plications are computation-centric, respectively. The
application parameters are listed in Table 2. From
Fig.17, we can see that the more communication-centric
applications, the lower energy consumption resulted
from ERIM. The reason is similar to that of Fig.16,
i.e., ERIM is more efficient in mapping communication-
centric applications.

Fig.17. Comparison of energy consumption of ERIM, TB and

TL, with different number of computation- and communication-

centric applications. The energy consumption of TB and TL is

normalized over that of ERIM.

7.2 Experiments on Fragmentation Test with
Random Benchmarks

In this set of experiments, the system load is used as
the independent variable. System load is defined as the
ratio of the mean service time divided by mean inter-
arrival time of jobs[19]. In the experiments, we measure:
• Average response time: the time between an ap-

plication arrival and the starting time when tasks are
mapped to available tiles.
• System utilization: the percentage of tiles that are

utilized over time.
The experiment parameters are shown in Table 2.

In Fig.18(a), the average response time of the three
mapping algorithms are compared. From this figure,
we can see that ERIM has the least average response
time while TL has the largest average response time.
The reason can be that, ERIM and TB try to form
cuboids for incoming applications, thus reducing the
impact on incoming applications. With the thermal
compliant post mapping algorithm, ERIM has less ave-
rage response time than TB by filling fragmentation.
TL, on the other hand, does not consider the impact
on incoming applications, thus resulting in severe frag-
mentation.

In Fig.18(b), the system utilizations of the three
mapping schemes are shown. The peak system utiliza-
tion is reached when the system load is set to 3. Due
to the similar reason, the system utilizations of ERIM
and TB are close while the result of ERIM is slightly

higher than that of TB. Again, TL has the worst system
utilization due to fragmentation.

Fig.18. (a) Average response time of applications over different

system loads. (b) System utilization over different system loads.

Fig.19 shows an example situation of fragmentation.
Suppose that a new application arrives with 20 tasks.
As there are only 9 tiles available, the incoming appli-
cation has to wait until 20 tiles are available. For the
system configuration in Fig.19, the system utilization
is about 81%.

Fig.19. Example showing the fragmentation situation. Suppose

an application with 20 tasks arrives. There are only 9 tiles avail-

able, so the incoming application has to wait until sufficient tiles

are released.

To evaluate the effectiveness of the thermal com-
pliant post mapping step (P5) and its impact on sys-
tem utilization, a set of experiments are conducted.
Three groups of random benchmarks are generated with
average task power consumption set as 1 W, 2 W and
2.5W, respectively. The system load is set to 5. The
thermal threshold is set to 383 K[25]. Five applications
are mapped incrementally to the systems. The per-
centage of violation is the number of cases that fail to
conform to the thermal constraint divided by five.

From Table 4, we can see that, when the average
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Table 4. Comparison of ERIM with and Without Thermal Compliant Post Mapping (P5)

Average Highest Temperature (K) Percentage System

Task Power (W) Without P5 With P5 of Violation (%) Utilization (%)

1.0 363 363 0 79

2.0 404 383 85 63

2.5 425 383 100 47

task power consumption increases, if no thermal com-
pliant post mapping is used, thermal violation occurs
more frequently. For example, without P5, when the
average task power is 2.5 W, the highest temperature
is 425K. However, with P5, the highest temperature is
383K. This is because, without P5, the tasks are still
mapped vertically, thus the power density increases.
On the other hand, with P5, the tasks are mapped to
the layer close to the heat sink, which helps reduce the
power density. Table 5 also shows the impact of ther-
mal violation on the overall system utilization. When
the average task power is high, e.g., 2.5 W, thermal vio-
lation is observed in each single experiment. Thus, the
system utilization decreases drastically. The reason is
that, when thermal violated occurs, the tasks can only
be mapped to the free tiles in the first layer. Once the
tiles in the first layer are all occupied, the incoming ap-
plication has to wait. Although there are available tiles
in other layers, allocating tasks to these tiles will in-
cur thermal violation. Thus, the inability to use these
available tiles contributes to lower system utilization.

7.3 Experiments on Real Benchmarks

In this subsection, experiments using benchmarks
from real applications are performed. The following
performance metrics are accounted in the experiments:
1) running time of the mapping algorithms themselves,
and 2) data used by the manage core controlling the
other tiles. The system load is set to 5, with the fol-
lowing performance metrics redefined.
• The average response time is defined as the time

between an application arrival and the starting time
when tasks are mapped to available tiles plus the run-
ning time of the mapping algorithm.
• The total energy is defined to be the total energy

consumption of the application plus the energy con-
sumed by the mapping algorithm.

The proposed mapping algorithm runs at the global
manager (GM) core where no other tasks shall be
scheduled to it. The running time of ERIM, TB and TL
is about 50 000, 45 000, and 46 000 cycles, respectively,
obtained by running the code on a PISA-configured
Wattch/SimpleScalar simulator. The power consump-
tion of the three algorithms is 122 mW, 120 mW and
122mW, respectively. A control message is composed
of 14 bits, including 6 bits for tile index coding, 1 bit

flag for indication of allocation status (1 for allocated
and 0 for not allocated), and 7 bits representing the tile
temperature value. Such communication overhead has
been accounted in calculating the energy consumption.

First, the average response time and system utiliza-
tion of the three mapping schemes are compared for real
applications (Fig.20). The system load is set to 5. The
average response time of ERIM, TB and TL is 56 ms,
64ms and 113ms, respectively. The system utilizations
of the three schemes are 76%, 72% and 65%, respec-
tively. When the power consumption, execution time,
and communication volume of the mapping schemes are
considered, ERIM still has less average response time
than the other two.

Fig.20. Average response time and system utilization of our algo-

rithm over TB and TL on real applications at 90 nm technology.

Second, the energy savings of ERIM over TB and
TL are reported in Table 5. In Table 5, we can see
that, ERIM can be more energy efficient when mapping
communication-centric applications. The energy sav-
ings of ERIM over TB and TL are over 12%. The maxi-
mum temperature of ERIM is observed to be 337 K.

Table 5. Energy Savings of ERIM over TB and TL

on Real Applications

Algorithms
Total Energy Max. Temperature

Saving (%) Difference (K)

TB 16.8 2

TL 12.1 −1

8 Conclusions

In this paper, we have proposed an energy-efficient
run-time incremental mapping (ERIM) framework for
3-D NoC-based MPSoCs. The characteristics of ERIM
are threefold: 1) minimizing the total energy con-
sumption, 2) reducing the impact on incoming ap-
plications, and 3) satisfying the thermal constraints
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when admitting a new application. ERIM distin-
guishes two types of applications, the communication-
centric and computation-centric ones. For both types
of applications, cuboid tile regions are selected.
For communication-centric applications, the tasks are
mapped vertically to reduce the energy consumption
of communication. For computation-centric applica-
tions, the total energy consumption of each pillar is
balanced. To improve system utilization, selected ap-
plications are mapped to fragmented tiles. Our exper-
imental results show that ERIM achieves more signifi-
cant energy saving than two other mapping schemes,
TB and TL, for both synthetic and embedded MPSoC
applications. The average response time and system
utilization of ERIM are also much better than TB and
TL.
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