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Abstract: In Networks-on-Chip (NoC) designs, crosstalk noise has become a serious issue 

which may cause the communication channel unreliable. The crosstalk problem can be mitigated 

by wide spacing of serial lines. However, the wider spacing of serial lines will reduce the number 

of the lines, thus reduce the data throughput. In this paper, a new fully adaptive Multi-Path 

Routing (MPR) scheme is proposed to maximize the data throughput by utilizing multiple paths 

for concurrent data transmission. For the proposed MPR algorithm, two transport models are 

considered: the full-wire-bank transport model (FM) and the half-wire-bank transport model 

(HM). Theoretical analysis shows that the MPR scheme under both FM and HM achieves 

improvement in data throughput when single pair of nodes are in communication. When multiple 

pairs of nodes are in communication, simulation results demonstrate that the MPR scheme under 

FM significantly improves the normalized accepted traffic and throughput as well as average 

message latency than the YX routing algorithm in most network loads.  
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1. Introduction 

Networks-on-Chips (NoC) designs will become more sensitive and prone to delay variations, 

noise, transient faults, and other interferences [1~3] due to the continuously shrinking geometry 

of semiconductor devices and the increasing switching speed. One of the main noise sources is 

crosstalk, which becomes a serious issue with technology scaling and can cause errors across a 

range of adjacent bits [2]. The crosstalk problem can be mitigated by wide spacing of adjacent 

wires [2]. However, for a fixed chip area, wider spacing of adjacent wires will reduce the number 

of wires between routers, thus reduce the data throughput. 

  With their simple structure, mesh/torus-type networks are widely used as on-chip 

interconnection networks [4, 5]. On mesh/torus networks, there exist multiple shortest paths 

between most pairs of source and destination nodes, but the traditional routing schemes only 

choose one of them for data transmission. Based on this observation, we propose the multi-path 

routing scheme, which features in separating the data message to be sent into multiple data 

streams and sending them on different paths concurrently. Using such a scheme, the data 

throughput can be retained while the crosstalk is reduced when wider spacing between adjacent 

wires is used [6]. When the spacing between adjacent wires is unchanged, a higher data 

throughput can be achieved using this scheme.  

In this paper, we study the Multi-Path Routing (MPR) scheme for torus-type NoCs. Two 

transport models are considered: the full-wire-bank transport model and the half-wire-bank 

transport model. The proposed routing scheme is the same under both transport models. Through 

analysis, we show that improvement in throughput is achieved using the MPR scheme under 

both transport models when single pair of nodes are in communication (namely single-source 

situation). When multiple pairs of nodes are in communication (namely multi-source situation), 
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simulations of the proposed MPR scheme and traditional YX routing algorithm under both 

uniform and nonuniform traffic have been conducted. The simulation results demonstrate the 

advantages of the MPR scheme over the YX routing algorithm. 

The rest of the paper is organized as follows. Section 2 presents the preliminaries. Section 3 

describes the multi-path routing scheme in details. Section 4 presents the performance study of 

the proposed scheme. Section 5 concludes the paper.  

2. Preliminaries 

2.1 Node and Channel Models 

Each node in a torus-based NoC network is composed of a processor and a router which connects 

the node to the interconnection network. For simplicity, we represent a node as square in all 

figures. And we represent all nodes in a torus-based NoC as 2Nx2N matrix, where each node is 

indexed with a pair of coordinates (x, y), 0≤x≤2N-1 and 0≤y≤2N-1, on the X and Y dimensions, 

respectively.  

Each node in the NoC has four physical channels, each connecting to a neighbor node. Fig. 1 

shows the directions of the four channels. Every channel is separated into several virtual 

channels. To realize the full-adaptive routing, it is assumed that all the virtual channels are 

separated into two virtual networks (Network 0 and Network 1) [7, 8]. 

 

Fig. 1 Directions of the four channels. 
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Fig. 2 MPR under FM (a) and MPR under HM (b) for 4x4 torus. 

2.2 Transport Models 

In the MPR scheme, when the source node needs to send data to a destination node, it will first 

compute the number of the shortest paths between the source and destination nodes, then 

partition the message into multiple data streams and send each on one of the shortest paths. We 

consider two transport models of the MPR scheme: the full-wire-bank transport model (FM), and 

the half-wire-bank transport model (HM), which are same on the routing scheme and transport 

control but different on their usage of the wire bank and the buffer size. 

In FM, all wires on each communication link will be used for data transmission. Fig. 2 (a) 

illustrates an example of the MPR scheme under FM on a 4x4 torus. In this example, node 01 is 

the source node and node 22 is the destination node. Three shortest paths (indicated by dark lines 

with arrowhead in the figure) will be used for transmitting three data streams. 

Different from FM, in HM, each data stream will be transmitted on half of the wires (either on 

odd numbered wires or even numbered wires) on each link to avoid crosstalk. Compared to FM, 

the crosstalk in HM is dramatically reduced according to the study in [9]. Fig. 2 (b) illustrates an 

example of the MPR scheme under HM on a 4x4 torus network with the same source and 
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destination nodes as in Fig. 2 (a). Three shortest paths (indicated by dark lines with arrowhead in 

the figure) are also used in this model. 

In the following, we will not differentiate the two models when we describe the details of the 

routing scheme. We will analyze and compare the performance of the MPR scheme under both 

models in Section 4. 

3. Multi-Path Routing Scheme 

3.1 Priority Dimension 

The following concepts are introduced firstly before we describe the details of the MPR scheme.  

Definition 1 (Boundary nodes). A node which has either 0 or 2N-1 in one of its index number 

(x or y) is called a boundary node. And a channel that connects two boundary nodes is called a 

boundary channel.  

Definition 2 (Slop over). When a data stream is transmitted from one boundary node with its x 

or y as 0 (or 2N-1) to another boundary node with its x or y as 2N-1 (or 0), we say that the data 

stream slops over. 

Definition 3 (Reach boundary). When a data stream is transmitted from a node with its x (or y) 

not equal to 0 (or 2N-1) to a boundary node with its x (or resp. y) as 0 (or 2N-1), we say the data 

stream reaches boundary. 

Definition 4 (Priority direction). The priority direction of a data stream is the direction of the 

channel that connects the current node (the source node or an intermediate node) to the next node 

along the path.  

Definition 5 (Priority dimension). The priority dimension is the dimension that the priority 

direction belongs to. Note that for torus-type networks, each priority dimension can have 

maximally two priority directions.  
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The priority dimension and priority direction for a data stream at a particular node will be 

changed according to the following rules.  

  Rule I: When the data stream reaches a node, the node will find out the output directions of the 

shortest paths according to its index and the index of the destination node of the data stream. If 

there are several directions to choose, the direction on the priority dimension will be chosen. If 

two directions of the priority dimension can be chosen, the non-slop over direction (i.e., the 

dimension that the direction belongs to won’t slop over on the path from the current node to the 

destination node) will be chosen. 

Rule II: When the data stream reaches the boundary, the node will decide whether the priority 

dimension should be changed from dimension X (Y) to dimension Y (X) according to the values 

of the control bits (which will be discussed in Section 3.2). 

  Rule III: When there is blocking on the selected direction, the priority dimension will be 

decided such that blocking can be avoided.  

The purpose of Rule II is to make the data streams from the same message will not block each 

other when there is only one source node in the network at a time (as described in Section 3.3). It 

is important to point out that the priority dimension can change only once for a data stream. 

In the following, we will describe the details of the MPR scheme, which is composed of the 

operations at the source node and at intermediate nodes.  

3.2 Operations at the Source Node 

At the source node, the number of shortest paths (corresponding to the number of data streams 

that can be sent out) is determined based on the difference between the indexes of the source 

node and the destination node, which is explained as follows.  

Let (xS, yS) and (xD, yD) denote the indexes of the source and destination nodes, respectively. 
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Then we assign x′ = xD – xS, y′ = yD – yS, and name x′ as the low-order difference value, and y′ as 

the high-order difference value. The value of x′ or y′ falls in four different cases, each 

corresponding to a different operation, as shown in Table 1. 

Table 1 Different cases of the value of x′ or y′ and corresponding operations. 

Cases Value of x′ or y′ Corresponding operation  

1 [1, N-1] or 

[-(2N-1), -(N+1)] 

The data stream needs to travel along the positive direction 

of the X/Y dimension 

2 [-(N-1), -1] or  The data stream needs to travel along the negative direction 

[N+1, 2N-1] of the X/Y dimension 

3 ravel along the positive direction or ±N The data stream can t

the negative direction of the X/Y dimension. 

4 0  X/Y dimension The data stream doesn’t need to travel on the

 

The number of the shortest paths is then decided by the combination of the cases of the values 

of x′ and y′, as shown in Table 2. 

Table 2 Number of shortest paths vs. the combination of different cases of the values of x′ and y′. 

e of y′ value # of paths C’s value Situation Case of x′ value Cas

Case 1 or Case 2 Case 4 1 One 1 

Case 4 Case 1 or Case 2 

2 Case 1 or Case 2 Case 1 or Case 2  Two 1 

Case 1 or Case 2 Case 3 3 Three 1 if distance on priority dimension 

s than N, 0 otherwise Case 3 Case 1 or Case 2 les

4 Case 3 Case 3 Four 0 

 

A er determ the numb hortest pa e sou  node will check how many output 

ports that are available and decide the actual number of data streams that can be sent out. Then 

ft ining er of s ths, th rce
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the node partitions the message into the actual number of data streams and sends the data streams 

on the shortest paths through the first virtual channel of the corresponding output ports.  

Each data stream contains the source node index, destination node index, and two control bits 

(D

or

ate if the priority dimension should be changed when the data stream reaches 

bo

termediate node will decide which output port it will 

te the difference between its index and the index of the destination 

no

[N+1, 

2N

ents that y′′ belongs to [1, N-1]∪[-(2N-1), -(N+1)] or [-(N-1), -1]∪[N+1, 

2N

ts if |x′′| ≠N/2 or not, respectively, 

ely, 

 and C), which will be used for making routing decision at the intermediate nodes on the path.  

D is used to record the priority dimension and D=0 or 1 represents the priority dimension is X 

 Y, respectively.  

C is used to indic

undary and C=0 or 1 represents the priority dimension should be changed or should not be 

changed, respectively. The setting of C is shown in Table 2.  

3.3 Operations at Intermediate Nodes 

Once receiving the data stream, each in

forward the data stream, i.e., the corresponding priority direction to take. The decision is based 

on the following calculation. 

Each node will first calcula

de as x′′ = xD – xC, y′′ = yD – yC, where (xC, yC) represents the index of the current intermediate 

node. And three sets of binary variables (Ax, Ay), (Bx, By), and (Cx, Cy) are derived, where  

Ax = 0 or 1 represents that x′′ belongs to [1, N-1]∪[-(2N-1), -(N+1)] or [-(N-1), -1]∪

-1], respectively, 

Ay = 0 or 1 repres

-1], respectively, 

  Bx = 0 or 1 represen

  By = 0 or 1 represents if |y′′| ≠N/2 or not, respectively, 

Cx = 0 or 1 represents whether x′′ = 0 or not, respectiv
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Cy = 0 or 1 represents whether x′′ = 0 or not, respectively. 

Then the priority direction on each dimension is determined according to the combination of 

th

ension (- means either 0 or 1). 

A

 n  

er 

n 

ese variables as shown in Table 3.  

Table 3 Priority direction on X and Y dim

x Bx Cx Priority Other Ay By Cy Priority Oth

direction directio direction directio

- 0 0 - 0 0 none  none  none  none  

0 0 1 X+ none 0 0 1 Y+ none 

1 0 1 X- none 1 0 1 Y- none 

0 1 1 X+ X- 0 1 1 Y+ Y- 

1 1 1 X- X+ 1 1 1 Y- Y+ 

- 1 0 impossible ble - 1 0 impossi

 

The final priority direction of the incoming data stream can be determined based on Table 3 

an

 availability of the corresponding output ports according to the 

fo

 reaches its destination. 

based on 

th

d the value of D. The directions on X dimension are more preferred than those of Y dimension 

for D=0, and vice versa for D=1. 

Then the node will check if the

llowing order: the priority direction on preferred dimension, other direction on preferred 

dimension, priority direction on non-preferred dimension, other direction on non-preferred 

dimension. The data stream is sent out from the first output port that is available. If there is no 

free output port, the data stream is blocked at the current node. 

In the case that there is no direction to choose, the data stream

According to above description, we can see that each data stream can choose its path 

e availability of the output ports of the current node. Hence, the MPR scheme is fully adaptive. 

  The following lists the steps carried at intermediate node after receiving a data stream. 
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Step 1. Check that whether the data stream reaches its destination. If it does, store the data 

, then flips the priority dimension 

. Decide the output directions of the data stream according to (Ax, Ay), (Bx, By), (Cx, Cy) 

 stream according to following rules.  

not a boundary node, the virtual 

 the current node. 

  O

rce situations.  

nce of the proposed MPR scheme, theoretical analysis of the data 

 to the throughput of valid (correct) data, which 

stream to memory; otherwise, continue the following steps. 

Step 2. When the data stream reaches boundary, if C=0

(namely changes D’s value from 0 to 1 or 1 to 0) and sets C=1; otherwise, continue the following 

steps. 

Step 3

and two control bits (D and C) as described above. 

Step 4. Decide the output virtual channel of the data

1) Iff the data stream received at X- will change dimension, send it to Network 1. 

2) The data streams can not move from Network 1 to Network 0. 

3) Iff the current node is the boundary node and the next node is 

channel number will add 1, otherwise the number remains the same. 

Then the data stream can be sent out to the next node or blocked at

ne property of the MPR scheme is stated as follows.  

Theorem 1 The MPR scheme is block-free in single-sou

  Due to space limit, the proof is omitted here. 

4. Performance Study 

To study the performa

throughput is performed for single-source situations and simulations are conducted for multi-

source situations and compared with the YX routing algorithm.  

4.1. Analysis for Single-Source Situations 

In this analysis, the data throughput refers

obtained by the amount of valid data received divided by the time taken to transfer the data. 
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Without loss of generality, assume the data unit to be considered is one message with fixed 

length, next we will derive the average transfer time of a message for both MPR and YX routing. 

Here the rate of valid data is defined as the amount of valid data that is transferred between two 

nodes connected by a channel composed of a group of wires in a unit time and the average 

number of shortest paths is defined as the average of the number of the shortest paths for all the 

possible cases.   

We use the following notations in our analysis.  

stance of the network. 

ths. 

 data stream. 

 YX routing. 

FM. 

 

aths H can be derived as below. 

P1: the rate of valid data when FM is used. 

P2: the rate of valid data when HM is used. 

V: the data rate. 

E: the average di

H: the average amount of the shortest pa

Fb: the length of a message. 

Fh: the length of the head of a

T: the average transfer time of a message in

T1: the average transfer time of a message in MPR under 

T2: the average transfer time of a message in MPR under HM. 

For the 2N*2N torus network, the average number of shortest p

124

2814]2)22[(3]4)22(222[2]2)22[(1 ×+×−×+×−−−××+×−× NNNNNN

124 −
=

−
=

NN
H  

  In YX routing, there is only one data stream for each message. And assuming wormhole 

switching is used, the average transfer time of a message in YX routing can be derived as, 

    
VP ×1

FEFT bh +×
=  (1) 
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I H dan FM and HM, the message is transferred by ta streams at the same time. From Theorem 

1, we know that there is no blocking for single-source situations. Hence T1 and T2 can be derived 

as 

    
VP

H
EF b

h

×

+×
=

1
1  and 

F

T

22P
2 V

H
EF

T
b

h

×

+×
=  (2) 

verage transfer time of MPR under FM to that of YX routing and the 

ratio of MPR under HM to YX routing are given by 

    

F

T  the ahen the ratio of

H

bh=  and FEF

FEF
T
T

b
h +×

+×

1 12 2 P
P

FEF

FEF
T
T

b
h

×+×

2

H

bh ×
+×

= (3) 

, we can derive the above expressions as 

HTT =1/  and )/()2/(/ 122 PPHTT ×= . It is clear that the speedup of MPR under FM to YX 

routing lies on the average number of shortest paths. Since the valid date rate of MPR under FM 

1 2

1221

1) when 2 * P1 – P2 < 0, T1 / T2 >1, namely MPR under HM is better than MPR under FM. 

1  <1, nam

1 1 2 1 2  0. 

N tter 

da

S h Fbince Fh and E are very small compared wit

is low than that of MPR under HM due to the severer crosstalk existing in FM, i.e., P  / P  < 1, 

and H > 2, MPR under HM also achieves speedup than YX routing. Hence, MPR under FM/HM 

has better data throughput than YX routing.  

From Eqn. (3), )2/(/ PPTT ×=  can be derived. That’s to say, 

2) when 2 * P  – ely MPR under FM is better than MPR under HM. P2 > 0, T1 / T2

Particularly, when P  > 0.5, 2 * P  > 1. And P  <= 1, thus it is true that 2 * P  – P  >

amely when FM is used, if the rate of valid data is larger than 0.5, MPR under FM has be

ta throughput than MPR under HM. 
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4.2. Analysis for Multi-Source Situations 

For multi-source situations, there may exist blockings in the network. One the one hand, since 

multiple data streams generated from each message are transmitted in the network, the blocking 

probability of the MPR scheme tends to be larger than that of the YX routing in multi-source 

situations. On the other hand, because the MPR scheme improves the average data transfer time, 

it may reduce the blocking probability. In order to evaluate the performance of the MPR scheme 

for multi-source situations, simulations have been conducted for the MPR scheme under FM and 

YX routing on torus-based networks.  

In the simulations, 0.8 μm gate array technology is selected as the reference circuit technology 

[10]. On the torus network, all nodes generate messages independently. Each data message has 

fixed number of flits, and one flit only includes one phit with 16 bits. The bit width of each 

physical channel is 16 bits. The time unit used in the simulations is the time needed to send one 

flit on the physical channel, referred as cycle. Assume that wormhole switching is used in the 

network. Hence, the data transfer time (latency) can be calculated as twormhole = tsetup + tdata [11], 

where tsetup is the setup time of a path (which is defined as the time needed for the header to set 

up a path from the source node to the destination node), and tdata is the transfer time of the data 

(which is defined as the time that the data is transferred from the source node to the destination 

node through the path set up by the header and all the flits are accepted).  

We consider two traffic scenarios: uniform (where each node sends data to one of the other 

nodes with equal probability) and nonuniform [12] (where traffic is generated in bit reversal 

pattern [13], in which node indexed with binary number a0a1…an-1 communicates with node an-

1…a1a0). In the following, we present the Burton Normal Form (BNF) graphs [14] for the 

simulation results of the MPR scheme (represented as MPR in all figures) and YX routing 
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(represented as YX in all figures) for 4x4, 6x6, and 8x8 torus networks. In all simulations, the 

same 10 normalized network loads are applied which correspond to the 10 performance points on 

each line of all figures.  

 

Fig. 3 Average message latency vs. normalized accepted traffic under uniform traffic (a) and nonuniform 
traffic (b) with message length = 60 flits.  
 

Fig. 3 shows the average message latency (in number of cycles) vs. normalized accepted traffic 

(i.e., the received traffic in number of flits per node per cycle) under both uniform and 

nonuniform traffic scenarios with message length = 60 flits. From Fig. 3(a) and Fig. 3(b), we can 

see that for the same network size and same network load, the normalized accepted traffic of 

MPR is better than that of YX routing and the average message latency of MPR is less than that 

of YX routing for most network loads. The improvement of MPR over YX routing in average 

message latency is more significant (up to 37%) when the network is less loaded (corresponding 

to the less accepted traffic). The reason is explained below. When there are fewer messages 

transmitted in the network, there is nearly no blocking for both MPR and YX routing, thus the 

setup time of the path is mainly determined by the number of hops on the path, which is same for 

both algorithms (as shortest paths are used in both algorithms). However, the shorter data stream 

40

60

80

100

120

140

160

180

200

220

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Normalized Accpeted Traffic

(a)

A
ve

ra
ge

 M
es

sa
ge

 D
el

ay

0

20

40

60

80

100

120

140

160

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Normalized Accpeted Traffic

(b)

A
ve

ra
ge

 M
es

sa
ge

 D
el

ay

MPR_4x4
MPR_6x6
MPR_8x8
YX_4x4
YX_6x6
YX_8x8

MPR_4x4
MPR_6x6
MPR_8x8
YX_4x4
YX_6x6
YX_8x8

 14



size in MPR results in its less data latency on the path than in YX routing. Consequently, the 

average message latency of MPR is less than that of YX routing.  

When network load is growing, the multiple data streams in MPR cause more blocking than in 

YX routing, which increases the setup time and degrades its improvement in the data latency. 

Noticeably there is a small performance degradation when MPR reaches the saturation point 

(indicated by the maximum accepted traffic in the figure). If the injected traffic is sustained at 

this point, message latency increases considerably while accepted traffic decreases. In Fig. 3(a), 

the saturation points for MPR_6x6 and MPR_8x8 are 0.48 and 0.39, respectively.  

The figure also shows that under both traffic scenarios, for the same algorithm, with network 

size increasing, the average message latency increases and the maximum accepted traffic (i.e., 

the throughput) decreases. This is due to the fact that the average number of hops on the path is 

increased and more blocking exists with network size increasing. Comparing Fig. 3(a) and Fig. 

3(b), for the same algorithm with the same network size, the performance under uniform traffic 

is worse than that under nonuniform traffic. The reason is that all pairs of communicating nodes 

are fixed in nonuniform traffic and usually every node has only one communicating node, which 

will reduce the blocking in the network.  

Fig. 4 shows the average message latency vs. normalized accepted traffic under both uniform 

and nonuniform traffic scenarios with message length = 120 flits. The trend shown in Fig. 4(a) is 

similar to the trend shown in Fig. 3(a). However, the improvement achieved by MPR than YX 

routing in Fig. 4(a) is less significant than in Fig. 3(a). The reason is that longer messages cause 

more blockings in the network. Different from the YX routing, the message latency in MPR is 

determined by the slowest data stream, which results in its longer message latency when the 

network is heavily blocked. Similar to Fig. 3, the results shown in Fig. 4(b) are better than those 
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in Fig. 4(b) for the same algorithm and with the same network size.  

 

Fig. 4 Average message latency vs. accepted traffic under uniform traffic (a) and nonuniform traffic (b) with 
message length = 120 flits.  
 

5. Conclusion 

This paper considered the crosstalk problem existing in NoCs and proposed a fully adaptive 

multi-path routing scheme for torus-based NoCs. The proposed MPR scheme features in using 

multiple shortest paths to transfer data concurrently. Through analysis, we showed that the MPR 

scheme under both FM and HM achieves improvement in data throughput for single-source 

situations. By simulations, we showed that the MPR scheme achieves better performance under 

both uniform and nonuniform traffics compared with the YX routing algorithm in general. Hence, 

the proposed MPR is promising for NoC applications. Future work includes the study of 

deadlock-freeness and optimization of the number of virtual channels for the MPR scheme.  
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