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    Abstract-The Overlapping Layers (OL) scheme proposed in 
our previous work provides a solution to balance the load of 
cluster heads at different layers in the PMRC-based wireless 
sensor networks. However, in the OL scheme, the layer 
boundary and the overlap range are static through the network 
lifetime. The network lifetime is still limited by some nodes 
which have only one candidate cluster head. To overcome this 
limitation, in this paper, we propose the Minimum Overlapping 
Layers (MOL) scheme with gradually changed layer boundary 
through network lifetime and its variant, the MOL with Initial 
Overlap (MOLIO) scheme. The simulation results of the OL, 
MOL, and MOLIO schemes show that the MOL scheme 
significantly prolongs the network lifetime than the OL scheme 
for most transmission ranges and the MOLIO scheme achieves 
better results than the MOL scheme at larger transmission 
ranges.  
    Index Terms-Wireless sensor networks, overlapping layers, 
PMRC 

I. INTRODUCTION 
    Due to the benefits of low cost, rapid deployment, self-
organization capability and cooperative data processing, 
wireless sensor networks (WSNs) have been proposed as a 
practical solution for a wide range of applications [1], such as 
military surveillance and habitat monitoring, etc. Since the 
power supply for each sensor node is usually extremely 
limited, energy efficiency is the primary challenge of WSNs. 
Previous research shows that clustered structure [3] and 
multi-hop routing [1][2] achieve better energy efficiency for 
large scale wireless sensor networks.  
    In [8], a highly scalable network architecture, named as 
Progressive Multi-hop Rotational Clustered (PMRC) 
structure is proposed for constructing large scale WSNs. In 
the PMRC structure, sensor nodes are partitioned into layers 
according to their distance to the sink node. A cluster is 
composed of nodes located in the same layer and cluster head 
in the upper layer closer to the sink node. The cluster head is 
responsible for forwarding data to its upstream layer. As 
traffic load is concentrated on the cluster heads closer to the 
sink node, these cluster heads will deplete their power faster, 
which limit the lifetime of the whole network. This is referred 
as the bottleneck problem of the PMRC-based WSN. 
    In the literature, several schemes have been proposed to 
solve the bottleneck problem in WSNs. In [6], an Unequal 
Clustering (UCS) modeling is proposed to balance energy 
consumption of cluster heads in multi-hop WSNs. This work 
is focused on a heterogeneous network where cluster heads 

are deterministically deployed at some pre-computed 
locations, thus it’s easy to control the cluster size. In [4], an 
Energy-Efficient Unequal Clustering (EEUC) mechanism is 
proposed to partition the sensor nodes into unequal size such 
that clusters closer to the sink node are expected to have 
smaller cluster size. Thus these clusters will consume lower 
energy during the intra-cluster data processing, and can 
preserve more energy for the inter-cluster relay traffic. They 
also propose an energy-aware multi-hop routing protocol for 
the inter-cluster communication. A similar problem of 
unbalanced energy consumption among cluster heads also 
exists in single-hop sensor networks. The Energy Efficient 
Clustering Scheme (EECS) [9] is proposed to produce 
clusters of unequal size in single-hop networks.  

To solve the bottleneck problem in PMRC-based WSNs, 
the Overlapping Layers (OL) scheme is proposed in [7] to 
balance the relay load at the cluster heads for all layers and 
prolong network lifetime. However, in the OL scheme, the 
layer boundary and the overlapping range are static during 
the network lifetime. The network lifetime is still limited by 
some nodes which have only one candidate cluster head. 
   To overcome this problem, in this paper, we propose the 
Minimum Overlapping neighbor Layers (MOL) scheme with 
gradually changed layer boundary through network lifetime 
to achieve load balance and energy efficiency in the whole 
network area. Then we propose the MOL with Initial Overlap 
(MOLIO) scheme to further improve the MOL scheme at 
larger transmission ranges. 
    The rest of this paper is organized as follows. Section 2 
describes the network model, OL scheme, and energy model. 
Section 3 describes the details of the MOL and MOLIO 
schemes. Simulation results are presented in Section 4. 
Section 5 concludes the paper. 

II. PRELIMINARIES 
A. Network Model and OL Scheme  

Without loss of generality, assume that all the sensor nodes 
are homogeneous and have the same capability. Assume that 
all the sensor nodes are active in transmission and a portion 
of these nodes are active in sensing data. As described before, 
in the PMRC structure [8], each sensing node transmits its 
sensed data to its cluster head. Each cluster head sends the 
sensed data within its cluster and forwards data coming from 
the cluster heads in its downstream layer to the cluster head 
in its upstream layer. 



As discussed in [8], in the PMRC structure, two cluster 
head selection strategies can be used: selecting single cluster 
head or double cluster heads for each cluster. Once the 
selected cluster head(s) of a cluster are exhausted, the sensor 
nodes in the cluster will send a reelection request to other 
candidate cluster heads which will forward the request to the 
sink. Once receiving a reelection request, the sink will initiate 
the network recreation process. If there is one sensor node 
that cannot find any candidate cluster head, the network is 
considered as partitioned. 

Similar to other multi-hop structures, the PMRC structure 
also suffers from the bottleneck problem. Particularly, the 
cluster heads closer to the sink node are burdened with heavy 
relay traffic and tend to die early, which reduces network 
coverage and causes network partition. 
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Fig. 1 OL scheme for PMRC-based sensor network. 

To solve this problem, the OL scheme is proposed to 
balance the relay load at the cluster heads for all layers [7]. 
Fig. 1 illustrates an OL-enabled PMRC-based sensor network 
deployed in a circular area with the sink node located at the 
center of the area. As shown in the figure, layer 1 occupies a 
circular area and layer 2 is shown in a ring shape. The grey 
area indicates the overlapped area for layer 1 and layer 2. 
Note that the sensor nodes in the grey area still belong to 
layer 1 while they are the candidate cluster heads for clusters 
in layer 2.  By this way, more replacing cluster heads can be 
found from these candidate nodes. In addition, by 
overlapping layers, the size of the clusters formed in layer 2 
tends to be smaller, which will save the energy consumed in 
intra-cluster communication. Consequently, the network 
lifetime can be prolonged.  

When more than two layers exist in the network, the 
overlapping between other adjacent layers is also needed. In 
[7], analysis is performed to determine the desirable 
overlapped ranges between neighbor layers. Simulation 
results show that the scenarios with overlapped layers 
outperform the scenarios without overlapped layers 
significantly in terms of network lifetime. 
B.  Energy Model   
    In our model, we only consider the energy consumption in 
transmission and reception, which dominates the overall 
energy consumption of each node [3]. Assume that only the 

free space channel model is used. The energy consumed for 
transmitting an l-bit packet over a distance of d is: 
        Etx (l, d) = Etx-elec (l) + Etx-amp(l,d)  

                      =  l(Eelec + εfsd2) ,                           (1) 
and the correspongding energy consumed in data receiving is: 

       Erx(l) = Erx-elec (l) = l Eelec.                        (2) 
In this paper, the system parameters Eelec and εfs are set as: 
Eelec = 50nJ/bit, and εfs = 10pJ/bit/m2. 
    For each sensor node, the total energy consumed during its 
lifetime is: 

       Etotal = Edata + Ectl ,                             (3)                    
where Edata and Ectl represent energy consumed for 
sending/receiving data packets and control packets, 
respectively. And 

      Ectl = Ectl-topology + Ectl-beacon .                       (4) 
Ectl-topology represents the energy consumed for the control 
packets used for network recreation, which is determinded by 
the number of network recreations and the number of layers 
generated in each recreation. Ectl-beacon represents the energy 
consumed by beacon packets.  
    To achieve energy efficiency, Ectl shall be minimized as 
much as possible. Ectl-beacon in our model is reduced in the 
following way. A sensor node only sends beacon to notify 
other nodes when its energy drops below a threshold. All 
nodes in the transmission range should process the beacon 
packet and determine if the reelection request should be 
generated. 

III. MINIMUM OVERLAPPING LAYERS AND ITS VARIANT 
A. The MOL scheme  

In the OL scheme, the layer boundary and the overlap 
range are static during the network lifetime. It is observed 
that the network lifetime is still limited by some nodes which 
have only one candidate cluster head. To overcome this 
limitation, we propose the Minimum Overlapping neighbor 
Layers scheme with gradually changed layer boundary 
through network lifetime to achieve better load balance and 
energy efficiency in the whole network area. 

Without loss of generality, we assume that a node is 
eligible to be elected as a cluster head only if its residue 
energy is higher than a pre-defined energy threshold. In the 
OL scheme, an overlap between two neighbor layers is not 
necessary if the cluster head has its residue energy higher 
than the threshold. As such, the initial overlapped area 
between neighbor layers in the OL scheme may be reduced to 
consist of only the initial cluster head of a cluster. When the 
residue energy of the initial cluster head falls below the 
energy threshold, it will be deliberately “pushed” to its 
downstream layer by increasing its layer number by one. The 
result is that the overlap between these two neighbor layers 
may grow a little larger towards the upstream layer direction 
on the next round of network recreation. Consequently, 
throughout the network lifetime, minimum overlap between 
any neighbor layers is kept and the cluster size is dynamically 
changed.  



Fig. 2 illustrates the gradually growing overlap between 
neighbor layers in the MOL scheme. As shown in Fig. 2(a), 
initially, node 2 in layer 1 is selected as the cluster head for 
the cluster composed of nodes 3, 4, 5, 6 in layer 2. After the 
residue energy of node 2 drops below the threshold, it will be 
“pushed” to layer 2. We say node 2 “retires” from the cluster 
head position. Then the network is recreated and node 1 is 
selected as the head of the cluster which consists of nodes 2, 
3, 4, 5 (see Fig. 2(b)). Node 6, which is originally within the 
transmission range of node 2, is “pushed” to layer 3 as it is 
out of the transmission range of any node in layer 1. The 
result is that the overlapped range between layer 1 and layer 2 
is growing larger towards layer 1.  

 
Fig. 2(a) Initial structure of cluster in layer 2. 
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Fig. 2(b) Changed structure of cluster in layer 2. 

B.  Properties of MOL 
First, different from the OL scheme, the required minimum 

overlap between neighbor layers is gradually increased on 
demand during network lifetime. Also not as in the OL 
scheme, neighbor layers can be irregularly overlapped and a 
layer can be in irregularly ring-like shape. Due to the 
dynamic change of layer boundary and cluster topology, the 
routing path from a source sensor node to the sink node is 
changed accordingly. However, the routing path will always 
have the lowest number of hop counts, which is guaranteed  
by the basic rule how the layers are formed in the PMRC 
structure.  

Second, the MOL scheme overcomes the limit caused by 
static network topology control. As such, the MOL scheme 
can adapt to any randomly deployed network as long as the 
initial topology is connected (i.e. any sensor node has at least 
one neighbor node which is within its transmission range). 
Due to its dynamic feature, the MOL scheme provides fault 

tolerance against sudden failure of sensor node(s) provided 
that the remaining topology is still connected. Due to this 
property, the deployment of the network is made easier. 
    Third, the MOL scheme inherently helps in balancing the 
energy consumption among cluster heads within the same 
layer. Compared with the OL scheme, the MOL scheme 
promotes this balance in a dynamic way. In addition, the 
deliberate change of layer number of “retired” cluster heads 
will also help reducing their energy consumption in later 
communication. 

 
Fig. 3(a) Unbalanced energy consumption. 
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  Fig. 3(b) Relative balanced energy consumption. 

    Fig. 3 illustrates an example of how energy consumption is 
balanced. As shown in Fig. 3(a), as the cluster head for a 
larger cluster, node 2 drains out its energy faster than node 9, 
which is the cluster head for a smaller cluster. Fig. 3(b) 
shows that after network recreation, node 1 replaces node 2 
as a new cluster head while node 9 still acts as a cluster head. 
Node 4 is switched from its original cluster to the other 
cluster headed by node 9. As a result, the unequal energy 
consumption among different clusters of the same layer will 
be improved. Also, after network recreation, node 2 joins the 
cluster headed by node 1, which is closer to node 2 than its 
original cluster head (i.e., the sink node). Communication 
energy needed for node 2 can be saved in the new topology. 
C. The MOLIO Scheme 
    As mentioned in Section 2.1, in the OL scheme, the cluster 
size tends to be smaller, which helps improving the energy 
efficiency, especially when the transmission range is larger. 
Combining the advantages of both OL and MOL schemes, we 
propose the MOL with Initial Overlap scheme. In this scheme, 
all neighbor layers are initially overlapped following the 
analyzed overlap ranges [7]. When one node fails, the MOL 
scheme is used to gradually increasing the overlap range 
between neighbor layers.   



IV. PERFORMANCE EVALUATION 
    To evaluate the performance of the proposed MOL scheme 
and its variant, simulations of OL, MOL, and MOLIO 
schemes have been conducted on the simulation model [7] 
developed on the OPNET Modeler network simulator. A 
simple CSMA-based channel access model is implemented as 
the media access scheme [5].   
A. Simulation Setting 
    In the simulation, we assume a 200m x 200m geographical 
area covered by 400 sensor nodes with the sink node located 
at the center. Table 1 lists some basic parameters used in the 
simulations. 

Table 1. Simulation parameters. 
Parameter Value 
Sensor field area 200m x 200m 
Number of nodes 400 
Radio transmission range {20, 40, 60, 80}m 
Initial energy per node 1 J 
Buffer size 1000 packets 
Channel bandwidth 1 Mbps 
Processing speed 1 Mbps 
Packet generation rate 2 pkt/s 
Simulation time Until network partition 

    The following performance metrics are collected. 
    Average packet latency: the latency of a packet is defined 
as the time difference between the time when the packet is 
generated at the source node and the time when the packet is 
received at the sink node. This latency includes the delay on 
each hop the packet traversed, which is composed of the 
transmission and receiving delay, the propagation delay, as 
well as the processing and queueing delay on each hop. 
    Average energy (consumption) per packet: the energy 
cosumption per packet is calculated over all the hops that a 
packet traverses, including transmission and reception energy. 
   Time to first node death: in our simulation, we consider 
only the node death due to drained energy. Generally, this 
metric reflects the worst lifetime. 
    Network lifetime: it is defined as the time when the 
network is partitioned or all source nodes drain out their 
energy.  
    Number of network recreation times: it is defined as the 
number of network recreation times. 

In the following, we present the simulation results of the 
five performance metrics for three different scenarios: 1) OL 
with x1 = 0.5, x2 = 0.3, and x3 = 0.2; 2) MOL; 3) MOLIO with 
x1 = 0.5, x2 = 0.3, and x3 = 0.2. For each scenario, two types 
of cluster head selection strategies: single-head and double-
head are simulated. For clarity purpose, we only show the 
results with the single-head strategy in all figures.  

All simulations are based on the same random deployment 
with all nodes uniformly distributed in the sensor area. A 
portion of sensor nodes (40 in our simulations) are selected as 
source nodes to generate and send data. Without loss of 
generality, these source nodes are randomly distributed in the 
sensor area. The results shown are the averaged results of five 
sets of 40 source nodes.  
B. Simulation Results 

Fig. 4-8 present the performance metrics of all three 
scenarios. Fig. 4 shows the average packet latency vs. 
transmission range. In general, the average packet latency 
deceases with the increase of transmission range Rt. The 
reason is that when Rt increases, less layers are generated in 
the network and the number of hops traversed by a packet 
decreases, which leads to a lower latency. Fig. 4 also shows 
that the MOL scheme encounters much higher delay than the 
OL scheme when Rt ≤ 40m. Without the initial overlap, the 
MOL scheme experiences more network recreations (see Fig. 
8), during which extra data delay is resulted. Due to similar 
reason and the impact of the initial overlap to the network 
topology, the MOLIO scheme has medium delay for Rt ≤ 40m. 
    Fig. 5 shows the average energy per packet vs. 
transmission range Rt. The energy consumed to transmit a 
packet depends on both the number of hops and the distance 
of each hop. The average energy per packet is decreased for 
Rt ≤ 40m due to less number of hops traversed, but it is 
increased for Rt > 40m as higher transmission energy is 
needed for larger Rt’s. Fig. 5 also shows that under the same 
transmission range, the MOL scheme consumes less average 
energy per packet than the OL scheme in most cases as the 
number of hops resulted in the MOL scheme is lesser without 
the initial overlap. 

0

5

10

15

20

25

30

35

20 40 60 80
Transmission range (m)

A
ve

ra
ge

 p
ac

ke
t l

at
en

cy
 (s

)

OL

MOL

MOLIO

 
Fig. 4 Average packet lantency vs. transmission range. 

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

20 40 60 80
Transmission range (m)

Av
er

ag
e 

en
er

gy
 p

er
 p

ac
ke

t
(m

J)

OL

MOL

MOLIO

 
Fig. 5 Average energy per packet vs. transmission range. 

    Fig. 6 shows the time to first node death vs. transmission 
range Rt. It shows that the time to first node death decreases 
with the increase of Rt. Under the same transmission range, 
the MOLIO scheme has the same time to first node death as 
the OL scheme. This is because the the initial network 
topologies generated using the OL scheme and the MOLIO 
scheme are the same. 
    Fig. 7 presents the network lifetime vs. transmission range 
Rt. Generally the network lifetime for all scenarios shows an 
increasing trend followed by a slightly decreasing trend with 
Rt increasing except the OL scheme. This can be explained 



that with the increase of transmission range, the number of 
candidate cluster heads for each layer increases, which helps 
prolonging the network lifetime. Meanwhile, the transmission 
energy increases with the increase of transmission range, 
which reduces the network lifetime. Due to the two 
contradicting factors, the highest network lifetime is achieved 
at Rt=60m for both MOL and MOLIO schemes. However, for 
the OL scheme, the layer boundary is fixed all the time. The 
impact of more candidate cluster heads weights more than the 
more energy consumption. That is why the network lifetime 
of the OL scheme increases all the way with Rt increasing.  
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Fig. 6 Time to first node death vs. transmission range. 
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Fig. 7 Time to network partition vs. transmission range.   

Fig. 7 also shows that for Rt ≤ 60m, the MOL scheme 
significantly prolongs the network lifetime (by the largest 
230% at Rt = 20m) compared with the OL scheme. When Rt = 
80m, the network lifetime of the MOL scheme is not as good 
as those of the OL and MOLIO schemes. The reason is that 
without initial overlap, the clusters formed using the MOL 
scheme are much larger than the clusters formed using the 
OL scheme. Hence, the cluster heads and source nodes are 
exhuasted sooner in the MOL scheme. Actually due to the 
high transmission energy needed at Rt = 80m, the network 
lifetime of all three schemes is limited by the time when all 
the source nodes fail. As one can see from the figure, 
combing the advantages of both OL and MOL schemes, the 
MOLIO scheme achieves the longest network lifetime at Rt = 
60m. However, for Rt ≤ 40m, the network lifetime of the 
MOLIO scheme is not as good as that of the MOL scheme 
due to the impact of the intial overlap to the network 
topology.  
    Fig. 8 represents the number of network recreation times vs. 
transmission range Rt. Generally, the number of network 
recreation times shows an increasing trend followed by a 
decreasing trend with the increase of Rt. This can be 
explained that when the transmission range is getting larger, 
more candidate cluster heads are available, which leads to 

higher number of network recreation times. For MOL and 
MOLIO schemes, there is a drop of number of network 
recreation times at larger transmission ranges. This is caused 
by the exhaustion of all source nodes. 
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Fig. 8 Number of network recreation times vs. transmission range. 

V. CONCLUSION 
    In this paper, we proposed the MOL scheme with gradually 
changed layer boundary through network lifetime and its 
variant, the MOLIO scheme, for the PMRC-based wireless 
sensor networks. We showed that the MOL scheme 
overcomes the limitation caused by static network topology 
control and can adapt to any randomly deployed network as 
long as the initial topology is connected. Simulation results of 
the OL, MOL, and MOLIO schemes confirmed that the MOL 
scheme significantly prolongs network lifetime. Combining 
the advantages of the OL and MOL schemes, the MOLIO 
scheme further improves the result of the MOL scheme at 
larger transmission ranges. Future work includes analysis of 
the network lifetime limitation with the MOL and MOLIO 
schemes for the PRMC-based WSNs.    
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