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AbstractÐWith ever increasing demands on bandwidth from emerging bandwidth-intensive applications, such as video conferencing,

E-commerce, and video-on-demand services, there has been an acute need for very high bandwidth transport network facilities.

Optical networks are a promising candidate for this type of applications. At the same time, many bandwidth-intensive applications

require multicast services for efficiency purposes. Multicast has been extensively studied in the parallel processing and electronic

networking community and has started to receive attention in the optical network community recently. In particular, as WDM

(wavelength division multiplexing) networks emerge, supporting WDM multicast becomes increasingly attractive. In this paper, we

consider efficient designs of multicast-capable WDM switching networks, which are significantly different and, hence, require nontrivial

extensions from their electronic counterparts. We first discuss various multicast models in WDM networks and analyze the nonblocking

multicast capacity and network cost under these models. We then propose two methods to construct nonblocking multistage WDM

networks to reduce the network cost.

Index TermsÐWavelength division multiplexing (WDM), optical networks, multicast, nonblocking, switching networks.
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1 INTRODUCTION

WITH ever increasing demands on bandwidth from
emerging bandwidth-intensive applications, such as

video conferencing, E-commerce, and video-on-demand
services, there has been an acute need for very high
bandwidth transport network facilities whose capabilities
are far beyond what current high-speed (ATM) networks
can provide. Optical networks are a promising candidate
for this type of application as the potential bandwidth of a
single optical fiber is nearly 50 THz, which is about four
orders of magnitude higher than that of a copper wire.
Wavelength division multiplexing (WDM) is a technique that
exploits the huge bandwidth of optical fibers by dividing
the bandwidth into multiple channels (or wavelengths) that
can operate concurrently, each at the highest data rate
achievable in electronics. WDM optical networks have
attracted many researchers over the past few years [1], [2],
[3], [4], [5], [6], [7], [8], [9] and the next generation of the
Internet is expected to employ WDM-based optical
backbones [9].

Multicast is the ability to transmit information from a

single source node to multiple destination nodes. Many

bandwidth-intensive applications, such as those mentioned

earlier, require multicast services for efficiency purposes.

Multicast has been extensively studied in the parallel

processing and electronic networking community (for
example, see [11], [12], [13], [14], [15], [16], [17], [18], [19]).
Recently, it has also received attention in the optical
network community [5], [6], [7], [8]. In particular, as
WDM networks emerge, supporting WDM multicast
becomes attractive due to the following reasons: First,
multicast can be supported more efficiently by utilizing the
inherent light splitting capability of optical switches than by
copying data in electronics. Second, in a traditional
(electronic) multicast switching network which consists of
one or more stages of switches, each source node can send
the same message to multiple destination nodes concur-
rently, but each destination node can receive at most one
message at a time. To deal with the problem of multiple
multicast connections with overlapped destinations, a
complex scheduling algorithm is necessary to avoid con-
flicts among multiple multicast connections. Adopting
WDM provides a way to enable each source node to send
different messages to multiple sets of destination nodes and
each destination node to receive different messages through
multiple connections at the same time.

In this paper, we will consider efficient designs of
nonblocking multicast-capable WDM switching networks
(or simply switches or networks). Such designs require
nontrivial extensions from the existing designs of electronic
multicast switching networks. This is because, in addition
to the differences between a WDM switch and an electronic
switch in terms of how multicast is supported as mentioned
above, a major challenge in designing a WDM switch is how
to keep the data in the optical domain, eliminating the need
for costly conversions between optical and electronic
signals (or so-called O/E/O conversions). To meet the
challenge, it is required that either the wavelength on which
the multicast data is sent and received has to be the same or
all-optical wavelength converters, which are also expensive,
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need to be used to convert (the signals on) an input
wavelength to an output wavelength. This implies potential
trade-offs between the multicasting performance of a WDM
switch and the number of wavelength converters needed,
along with other design parameters. Note that, in order to
avoid O/E/O conversions at intermediate nodes, it is also
desirable for a multicast WDM switch to be nonblocking as
blocked multicast data will be dropped (lost) due to the lack
of optical RAM (or buffer).

In this paper, we will first describe various multicast
models in WDM networks which specify the wavelengths
that can be used by the multicast source and destinations.
Then, under these models, we analyze the nonblocking
multicast capacity (to be defined later) and network cost (in
terms of the number of crosspoints and number of
wavelength converters required in a nonblocking cross-
bar-based design). Finally, we propose nonblocking multi-
stage networks to reduce the network cost.

2 NONBLOCKING MULTICAST IN WDM NETWORKS

First, we will discuss some concepts related to multicast
in electronic networks which will be extended to multi-
cast in WDM networks later on. In a multicast connection,
one source node sends a message simultaneously to
multiple destination nodes (a unicast connection is a
special case of a multicast connection). A set of multicast
connections is called a multicast assignment if they do not
involve same source node (at the input side of a network)
and same destination node (at the output side of a
network). In a nonblocking network, the set of multicast
connections in a multicast assignment can be simulta-
neously realized without any conflict. A multicast assign-
ment is called a full-multicast-assignment if no new
multicast connection can be added to this multicast
assignment to form a new multicast assignment;
otherwise, it is called a partial-multicast-assignment. In
general, a multicast assignment, full or partial, is called
an any-multicast-assignment.

Notice that a full-multicast-assignment is in fact the
maximal set of multicast connections which can be
established simultaneously in a network without conflict.
In an N �N network, this means that each destination node
needs to be connected to exactly one of the N source nodes
and, hence, the number of full-multicast-assignments is NN .
Since, in an any-multicast-assignment, each destination can
choose not to be connected, in addition to being connected
to any one of the N source nodes, the number of any-
multicast-assignments is �N � 1�N .

In the following, we will extend these concepts and
observations to multicast in WDM networks.

2.1 Multicast Models in WDM Networks

In a WDM network, each node at the input (output) side of
a network is connected to one input (output) port of the
network via a fiber link that has k wavelengths,
�1; �2; � � � ; �k. Fig. 1 illustrates an N �N k-wavelength
WDM network. To fully utilize the bandwidth of a fiber,
each node at the input (output) side is normally equipped
with a multiwavelength transmitter (receiver) array con-
sisting of k fixed-tuned transmitters (receivers). A multicast

connection in such a network uses a wavelength at an input
port and one or more wavelengths at a set of output ports.
Accordingly, a node at the input (output) side can be
involved in up to k multicast connections simultaneously,
which, as mentioned earlier, is one feature that makes a
WDM switch different from its electronic counterpart.
However, the restrictions are that no two wavelengths at
the same output port can be used in the same multicast
connection and, in addition, a wavelength at an output port
cannot be used in more than one multicast connections
simultaneously. Note that, because of the difference and, in
particular, the restrictions described above, the multicast
capacity of the WDM network shown in Fig. 1 is not
equivalent to that of an Nk�Nk electronic network
when k > 1.

Another feature that makes WDM networks different
from their electronic counterparts and from each other has
to do with the input and output wavelengths used in a
multicast connection. More specifically, when realizing a
multicast connection in a WDM network, there are different
ways to assign wavelengths to source and destinations,
which we refer to as multicast models. The first way is to
assign the same wavelength to the source node and all the
destination nodes of a multicast connection and is referred
to as the Multicast with Same Wavelength (MSW) model. The
second way is to assign the same wavelength to all
destination nodes of a multicast connection, but the source
node may use a different wavelength and is referred to as
the Multicast with Same Destination Wavelength (MSDW)
model. The third way is that the source node and each of
the destination nodes may use a different wavelength and is
referred to as the Multicast with Any Wavelength (MAW)
model.

Fig. 2 illustrates these three multicast models. Clearly,
based on the above description, a multicast connection
under the MSW model is always allowed under the MSDW
model and a multicast connection under the MSDW
is always allowed under the MAW model, but not vice
versa. In other words, MAW is a stronger model than
MSDW, which in turn is stronger than MSW. Since a
traditional electronic switching network can be viewed as a
1-wavelength WDM network, multicast in such a network is
a special case of multicast under the MSW model.

To realize a multicast connection in a WDM network, a
light splitter and some wavelength converters may be needed.
A light splitter splits a signal on a wavelength to a set of
signals on the same wavelength and a wavelength converter
converts a signal on one wavelength to another wavelength.
While splitters are made of glass and, hence, inexpensive,
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wavelength converters are not. Intuitively, the number of
wavelength converters needed may vary from one multicast
model to another. For example, under the MSW model, no
wavelength converter is needed. Under the MSDW model,
one wavelength converter is needed for each multicast
connection, which can be placed just in front of the splitter,
as shown in Fig. 3a. Under the MAW model, the number of
wavelength converters needed for each multicast connec-
tion is no less than the fan-outs of the multicast connection
since at least one wavelength converter is needed at each
output of the splitter, as shown in Fig. 3b. Note that, as will
be shown in Figs. 5, 6, and 7, light combiners are also needed
near the output ports of a WDM network. These (light)
combiners combine multiple inputs into one output signal.
They differ from WDM multiplexers in that, with combi-
ners, only one of the inputs (e.g., fibers) to a combiner may
carry a signal at any given time and that each input may use
any wavelength to carry a signal. Like splitters, combiners
are also passive devices which are not expensive.

The above discussion suggests that the stronger a
multicast model is, the more the number of wavelength
converters it may require, which implies cost-performance
trade-offs. At the end of this section, we will analyze the
cost of WDM multicast networks, which includes the
number of wavelength converters required under different
multicast models. As will be shown, the MSDW and MAW
model require the same number of wavelength converters.

2.2 Multicast Capacity under Different Models

To quantify the performance of a WDM multicast network,
we define the multicast capacity of a WDM network under a
given multicast model to be the number of multicast
assignments that can be realized in the network.

In the following, we analyze the multicast capacities of
an N �N k-wavelength WDM multicast network under
three different models, respectively. Clearly, the larger the
multicast capacity, the better the performance (or, in other
words, the stronger the multicast model). We will

determine the number of full-multicast-assignments, as
well as that of any-multicast-assignments, and consider the
three models in the order of increasing complexity involved
in the analysis.

We start with the MSW model, which is the simplest to
analyze.

Lemma 1. For an N �N k-wavelength WDM multicast network

under the MSW model, the multicast capacity is NNk for full-

multicast-assignments and �N � 1�Nk for any-multicast-

assignments.

Proof. Note that, under the MSW model, the same
wavelength has to be used by a multicast connection at
both the input and output sides. This is in addition to the
two restrictions on how wavelengths can be used by
multicast connections, as mentioned earlier in Section 2.1.

First, we consider the case of full-multicast-assign-
ments. Since a wavelength at an output port can pair
with the same wavelength at any one of the N input
ports to form a multicast connection under the MSW
model, it can be involved in N different multicast
assignments. Given that each of the Nk wavelengths at
the output side can be involved in N multicast assign-
ments independently from any other wavelength at the
output side under the MSW model, there are NNk

different full-multicast-assignments.
Next, let's consider the case of any-multicast-assign-

ments. For any given wavelength at the output side,
there is one more possibility, which is not to pair with the
any wavelength at the input side, than in the case of full-
multicast-assignments. Therefore, there are �N � 1�Nk
possible any-multicast-assignments under the MSW
model. tu

Based on the above results, it is obvious that an N �N
k-wavelength WDM network under the MSW model is not
the same as an Nk�Nk electronic network when k > 1
(whose multicast capability is �Nk�Nk for full-multicast
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Fig. 3. Placement of wavelength converters and splitters. (a) MSDW. (b) MAW.



assignments and �Nk� 1�Nk for any-multicast asign-
ments). As will be shown, this is true for the other two
models as well. The following lemma states the results for
the strongest model (MAW), which happens to be easier
to analyze than the MSDW model.

Lemma 2. For an N �N k-wavelength WDM multicast network

under the MAW model, the multicast capacity is

P �Nk; k�� �N

for full-multicast-assignments and

Xk
j�0

P �Nk; kÿ j� k

j

� �" #N
for any-multicast-assignments, where P �x; i� is defined as

P �x; i� � x�xÿ 1� � � � �xÿ i� 1�
and k

j

� �
is a binomial coefficient.

Proof. Under the MAW model, no additional restrictions on
how wavelengths are assigned to a multicast connection
exist.

Consider full-multicast-assignments first. For the

k wavelengths at an output port, �1 can pair with any

one of the Nk wavelengths at the input side to form a

multicast connection, �2 can pair with any one of the

remaining Nkÿ 1 wavelengths at the input side to form

another multicast connection, etc. In general, �i, where

1 � i � k, can pair with any one of the remaining Nkÿ
i� 1 wavelengths at the input side to form a multicast

connection. Hence, the k wavelengths at the output port

can be involved in Nk�Nkÿ 1� � � � �Nkÿ i� 1� � � � �Nkÿ
k� 1� � P �Nk; k� different multicast-assignments. Given

that the wavelengths at each of the N output ports can be

involved in different multicast assignments indepen-

dently from each other, there are �P �Nk; k��N possible

full-multicast-assignments under the MAW model.

For any-multicast-assignments, j wavelengths at an

output port, where �0 � j � k�, may choose not to pair

with any wavelength at the input side, while the

remaining kÿ j wavelengths at the output port can be

involved in different multicast assignments as described

above. This will result in
Pk

j�0 P �Nk; kÿ j� k
j

� �
different

multicast assignments per output port and, hence, the

total number of any-multicast-assignments under the

MAW model is
Pk

j�0 P �Nk; kÿ j� k
j

� �h iN
. tu

Finally, the MSDW model is analyzed and we have

Lemma 3. For an N �N k-wavelength WDM multicast network
under the MSDW model, the multicast capacity is

X
1�j1;���;jk�N

P �Nk;
Xk
i�1

ji�
Yk
i�1

S�N; ji�

for full-multicast-assignments and

X
1�j1�Nÿl1 ;���;1�jk�Nÿlk

0�l1 ;���;lk�N

P Nk;
Xk
i�1

ji

 !Yk
i�1

N

li

� �
S�N ÿ li; ji�

for any-multicast-assignments, where S�N; j� is the Stirling
number of the second kind [20], which is the number of ways to
divide N elements to j disjoint groups.

The proof of this lemma is provided in the Appendix.
As a sanity check, when k � 1, a multicast network

under either the MSW, MSDW, or MAW will be reduced to
a traditional multicast network and its multicast capacity
becomes NN and �N � 1�N for full-multicast-assignments
and any-multicast-assignments, respectively. We can verify
that this is true from the above three lemmas. Verifications
from Lemma 1 or 2 are trivial. For Lemma 3, when k � 1, we
have X

1�j�N
P �N; j�S�N; j� � NN

and X
1�j�Nÿl 0�l�N

P �N; j� N

l

� �
S�N ÿ l; j�

�
X

0�l�N

N

l

� � X
1�j�Nÿl

P �N; j�S�N ÿ l; j�

�
X

0�l�N

N

l

� �
NNÿl � �N � 1�N:

Also, it can be verified that the multicast capacity of a
WDM network of the same size, but under different models,
increases in the order of MSW, MSDW, and MAW, which
matches our intuition.

2.3 Network Cost under Different Models

In this paper, we will characterize the cost of a WDM
multicast network by the number of crosspoints in addition
to the number of wavelength converters mentioned earlier.
The number of crosspoints is used as a representative
measure of the hardware complexity of various switching
circuits, such as the number of semiconductor optical amplifier
(SOA) gates used to turn on and off output light beams in a
WDM switch or the number of mirrors used to steer light
beams in optical Micro-Electro-Mechanical Systems
(MEMS) [10]. Though not a direct measure, the number of
crosspoints may also be used to project the crosstalk and
power loss inside a WDM switch.

In the rest of this section, we analyze the network cost of
a nonblocking WDM network under the three multicast
models mentioned earlier, assuming that the network is a
crossbar-like switching fabric which may be implemented
using light splitters and combiners as well as SOA gates.
These SOA gates are active devices which, when turned on,
permit light signals to go through and, when turned off,
block light signals.

Note that a WDM network under a given multicast
model is nonblocking if every any-multicast-assignment
under the multicast model can be realized. Since different
multicast models have a different number of any-multicast-
assignments, one should not use the cost only to determine
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which multicast model is better. In fact, it is reasonable to
expect a nonblocking network under a weaker multicast
model, such as the MSW model, to have a lower cost than a
network under a stronger multicast model, such as the
MAW model. However, as we will see in the next section,
such cost analysis will lead us to more efficient nonblocking
multistage networks where the number of crosspoints can be
greatly reduced. The results from such cost analysis are also
useful for making cost-performance trade-offs in designs
(when combined with the results on the multicast capacity
obtained so far) as will be discussed later.

2.3.1 The Number of Crosspoints

For an N �N k-wavelength WDM multicast network under
the MSW model, the number of crosspoints is kN2

(excluding those which might be involved in the wave-
length multiplexers and demultiplexers at the input and out
sides, respectively). In fact, since, in any multicast connec-
tion, the source and destinations must use the same
wavelength, the network is equivalent to k parallel multi-
cast-capable N �N 1-wavelength networks (i.e., space
switches) coupled together as shown in Fig. 4. Each of
these N �N 1-wavelength networks may be implemented
as shown in Fig. 5.

In an N �N k-wavelength WDM multicast network
under the MSDW model, the number of crosspoints is k2N2

since any of the Nk wavelengths at the input side may be
connected to any of the Nk wavelengths at the output side.

An example when N � 3 and k � 2 is shown in Fig. 6. For
the same reason, the number of crosspoints in a WDM
multicast network under the MAW model is also k2N2 and
a corresponding example is shown in Fig. 7.

2.3.2 The Number of Wavelength Converters

Clearly, for an N �N k-wavelength WDM multicast net-
work under the MSW model, no converter is needed.
However, for a WDM multicast network of the same size
under either the MSDW or MAW model, Nk wavelength
converters are required. As shown in Fig. 3a, under the
MSDW model, a converter can be placed for each of the
Nk wavelengths at the network input side to convert a
source wavelength to a possibly different wavelength,
which is then split to reach multiple output ports. Under
the MAW model shown in Fig. 3b, a converter needs to be
placed for each of the Nk wavelengths at the output side
such that, after a source wavelength is split into multiple
outputs, the wavelength can be converted to a different
wavelength at each output port independently of other
output ports (this placement also works for the MSDW
model).

2.4 Comparison of Different Models

We summarize the results obtained in this section in Table 1.
We list the multicast capacities, the numbers of crosspoints,
and the numbers of wavelength converters required for
nonblocking WDM multicast networks under different
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models. Note that, while cost-performance trade-offs exist
between the MSW and the MAW models, it is obvious that
the MSDW model is not desirable because its cost is the
same as that of the MAW model, but its performance is
inferior to that of the MAW model.

3 MULTISTAGE WDM SWITCHING NETWORKS

In this section, we will investigate how to use a multistage
network to reduce the number of crosspoints. We will first
consider an N �N three-stage network, which has
r switching modules of size n�m in the input stage,
m switching modules of size r� r in the middle stage, and
r switching modules of size m� n in the output stage with
N � nr and m � n, as shown in Fig. 8. There is exactly one
link between every two switching modules in two con-
secutive stages and each switching module is assumed to be
multicast-capable. In general, a network can have any odd
number of stages and be built in a recursive fashion from
these switching modules, which are in fact regarded as
networks of a smaller size.

Extensive research has been done for such multistage

networks [11], [12], [13], [14], [15], [16] in the electronic

domain. A critical design issue is how to ensure that the

network is nonblocking and, at the same time, minimize the

number of crosspoints in the network, which requires that

the number of middle stage switches m be minimized. Yang

and Masson [14] gave a sufficient condition for a nonblock-

ing multicast network, m � 3�nÿ 1� log r
log log r , which yields the

best available design for this type of multicast networks. In

[16], this condition was proven to be necessary under

several commonly used routing strategies.
In the rest of the section, we will extend the results to

nonblocking WDM multicast networks under the MSW and
MAW models, as well as the MSDW model for the sake of
completeness. It is worth mentioning that every link in the

multistage network is now a WDM link with k wavelengths.
In addition, the network cost for a WDM switching network
also includes the number of wavelength converters. Most
importantly, while the switching modules in an electronic
multistage network are homogeneous (i.e., all based on
crossbars), those in a WDM multistage network can be
heterogeneous (i.e., under different models such as MSW,
MSDW, and MAW), which presents a major challenge in
the analysis.

3.1 Terminologies

There are many ways to construct a WDM multicast
network under the MSW, MSDW, or MAW model using
switching modules which can also be under different
models. However, based on the results from the last section,
the MSW model has the lowest network cost and the
smallest multicast capacity, while the MAW model has the
highest cost and the largest multicast capacity. Hence, it
becomes natural for us to consider the following two
extreme methods to construct a three-stage WDM multicast
network under either the MSW, MSDW, or MAW model.
Using what we call the MSW-dominant construction
method, the switching modules in both the input stage
and middle stage adopt the MSW model and the switching
modules in the output stage adopt the MSW, MSDW, or
MAW model, respectively, which determines the model
the network as a whole will be under (see Fig. 9a). On the
other hand, using what we call the MAW-dominant
construction method, the switching modules in both the
input stage and middle stage adopt the MAW model and
the switching modules in the output stage adopt the MSW,
MSDW, or MAW models, respectively (see Fig. 6b). The
reason for considering the MAW-dominant construction is
that, as shown in Fig. 10 (where wavelength converters are
not shown), a multicast connection may be blocked at a
middle-stage MSW switch due to its restricted wavelength
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assignment requirement, while if MAW switches are used

in the first two stages, as in the MAW-dominant construc-

tion, such a blocking will not occur.
We can also extend these two methods when construct-

ing a WDM multicast network with an arbitrary number of

stages as follows: In the MSW-dominant construction, all

switching modules except those in the last stage adopt the

MSW model and, in the MAW-dominant construction, all

switching modules except those in the last stage adopt the

MAW model.
Note that anN �N k-wavelength nonblocking multistage

WDM network under a given model will have the same

multicast capacity as a crossbar-based N �N k-wavelength

WDM network under the same model and, hence, only the

nonblocking conditions and network cost for three-stage

WDM multicast networks under the MSW, MSDW, and

MAW models based on these two constructions will be

analyzed in the next section.
The following notations will be used in the analysis,

which will be useful to represent a multicast connection in

terms of the set of output stage switches reachable from an

input wavelength. Let O � f1; 2; � � � ; rg denote the set of all

output stage switches numbered from one to r. Since there

can be up to k multicast connections from a middle stage

switch j 2 f1; 2; � � � ;mg to an output stage switch p 2 O (one

on each wavelength), we shall use Mj to represent the

destination multiset (whose base set is O), where p may

appear more than one time if more than one multicast

connection goes from j to p. The number of times p appears

in Mj or the number of multicast connections from j to p is

called the multiplicity of p in multiset Mj.
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In addition, denote an input wavelength �li at an input
port i by �i; �li�, where i 2 f1; 2; � � � ; nrg and 1 � li � k.
Assume that a WDM network is currently providing a set of
multicast connections from some input wavelengths to
some output wavelengths. We shall refer to the set of
middle stage switches that can be reached by the signals
carried on the input wavelength �i; �li� as the available middle
switches for that input wavelength.

3.2 Nonblocking Condition for the MSW-Dominant
Construction

For a WDM multicast switching network under either the
MSW, MSDW, or MAW model and adopting the MSW-
dominant construction method (i.e., by implementing the
switching modules in the first two stages under MSW), the
nonblocking condition can be reduced to the case of an
electronic multicast switching network where only one

wavelength is used. In fact, for a multicast connection with

source input wavelength �i; �li�, it can be realized using

only wavelength �li in the first two stages and then realized

in the third stage under either the MSW, MSDW, or MAW

model. Therefore, we can simply ignore other wavelengths

and consider multicast routing using only wavelength �li .

Consequently, the results of nonblocking condition of a

traditional multicast network can be directly applied to a

WDM multicast network under the MSW model.
When we limit the network to using only one wave-

length, the destination multiset Mj is no longer a multiset

but becomes an ordinary set (i.e., each element can only

appear once). In this case, we simply call it a destination set

and can directly use the results in [14]. More specifically, by

applying the routing strategy that limits each multicast

connection to using no more than x middle stage switches,
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Fig. 7. An example of an N �N k-wavelength WDM multicast network under the MAW model (when N � 3 and k � 2).



where x is a number which we can use to optimize the
network cost, as in [14], we can obtain the following lemma.

Lemma 4. A new multicast connection request with fanout r can
be satisfied using some x �x � 1� middle stage switches, say,
i1; . . . ; ix, from among the available middle switches if and
only if the intersection of the destination sets of these x middle
stage switches is empty, i.e.,

Tx
j�1 Mij � �.

Furthermore, by considering all possible multicast

connections from the same input stage switch, we can

establish the following theorem.

Theorem 1. A WDM multicast network adopting the MSW-

dominant construction is nonblocking if

m > min
1�x�minfnÿ1;rg

�nÿ 1� x� r1
x

� �n o
: �1�

The proofs for the above lemma and theorem are similar

to those in [14] and, hence, are omitted. Note that the

minimum value of m can be obtained from (1) by

minimizing the righthand side expression over all possible

values of x.

3.3 Nonblocking Condition for the MAW-Dominant
Construction

In this subsection, we consider WDM multicast networks

under either the MSW, MSDW, or MAW model and

adopting the MAW-dominant construction method (i.e.,

switching modules in the first two stages are implemented

as MAW). Since this construction method provides more

choices for establishing multicast connections in the first

two stages, it is interesting to know if it can lead to a

better nonblocking condition (i.e., a smaller m). In this

construction, we must consider destination multiset Mj
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having a multiplicity larger than one. More specifically,
denote the multiset Mj as

Mj � 1ij1 ; 2ij2 ; � � � ; rijr� 	
; �2�

where 0 � ij1; ij2; � � � ; ijr � k are the multiplicities of

elements 1; 2; � � � ; r, respectively. Notice that if every

multiplicity is less than k, i.e., 0 � ij1; ij2; � � � ; ijr � kÿ 1,

then the maximal multicast connection that can be

realized through middle stage switch j without interfer-

ing with any existing connections is f1; 2; � � � ; rg (in terms

of the set of output stage switches reachable from middle

stage switch j). In general, the maximal multicast

connection that can go through middle stage switch j is

fpj0 � ijp < k for 1 � p � rg. Now, the question is what is

the maximal multicast connection that can go through

two middle stage switches j and h? We thus define the

intersection of multisets as follows:

Mj

\
Mh � 1minfij1;ih1g; 2minfij2;ih2g; � � � ; rminfijr;ihrg

n o
: �3�

Then, the maximal multicast connection that can go through

two middle stage switches j and h is the maximal multicast

connection that can go through a middle stage switch with

its destination multiset equal to multiset Mj

T
Mh.

From the point of realizing a multicast connection, which
is characterized as an ordinary set, we can see that those

elements in Mj with multiplicity k cannot be used.

Accordingly, we define the cardinality of Mj as

jMjj � jfijpjijp � k for 1 � p � rgj �4�
and the null of Mj as

Mj � � iff jMjj � 0: �5�
It can be easily verified that Lemma 4 still holds when we

consider Mj as a multiset and use the definitions of

intersection, cardinality, and null in this section.
Now, we are in a position to extend the result of

Theorem 1 to the case of the destination multiset being a

multiset with multiplicity no more than k, as defined in (2),

and the operations of such multisets are defined in (3), (4),

and (5).

Lemma 5. For any x, 1 � x � minfnÿ 1; rg, let m0 be the

maximum number of middle stage switches whose destination

multisets satisfy that their multiplicities are no more than k,

that there are at most �nkÿ 1� 1s, �nkÿ 1� 2s, . . . , �nkÿ 1�
rs distributed among the m0 destination multisets, and that the

intersection of any x of the destination multisets is not empty.

Then, we have

m0 � �nÿ 1�r1
x:
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Fig. 9. Two constructions of multistage networks. (a) MSW-dominant construction. (b) MAW-dominant construction.

Fig. 10. An example showing the difference between having an MSW switch and an MAW switch at the middle stage: A multicast connection

involving �1 of input 1 and two outputs (�1 of output 1 and �2 of output 2) will be blocked if the switch is MSW, but not if the switch is MAW.



The proof of this lemma is an extension of the results in
[14] and is provided in the Appendix.

The immediate corollary of the above lemma is:

Corollary 1. In a WDM multicast network adopting the MAW-
dominant construction, for a new multicast connection request
with fanout r0; 1 � r0 � r, if there exist more than �nÿ 1�r01x,
1 � x � minfnÿ 1; r0g, available middle switches for this
connection request, then there will always exist x middle stage
switches through which this new connection request can be
satisfied.

Accordingly, we can establish:

Theorem 2. A WDM multicast network adopting the MAW-
dominant construction is nonblocking for any multicast
assignments if

m > min
1�x�minfnÿ1;rg

nÿ 1

k

� �
x

� �
� �nÿ 1�r1

x

� �
: �6�

Proof. Recall that the routing strategy for realizing multicast
connections is to realize each multicast connection by
using no more than x middle stage switches. By
Corollary 1, if we have more than �nÿ 1�r1

x available
middle switches for a new multicast connection request,
we can always choose x middle stage switches to realize
this connection request. Now, there may be at most nkÿ
1 other input wavelengths, each of which is used for a
multicast connection. By the routing strategy, each of
them is connected to no more than x wavelengths on
different outputs of this input stage switch and then
connected to no more than x middle stage switches.
Notice that, unlike a traditional network, in a WDM
network, two wavelengths at different input ports can be
connected to two wavelengths of the same output of an
input stage switch and then connected to the same
middle stage switch. Now, the question is what is the
number of middle stage switches which are not available
for a new multicast connection in the worst case? Since
each fiber link has k wavelengths and if all the
k wavelengths of the fiber link connecting the current
input stage switch to a middle stage switch are used by
k existing multicast connections, this middle stage switch
is not available. Therefore, we can have at most

�nkÿ 1�x
k

� �
� nÿ 1

k

� �
x

� �
middle stage switches which are not available for a new
multicast connection request. Thus, the total number of
middle stage switches required, m, is greater than the
number of unavailable middle switches in the worst case
plus the maximum number of available middle switches
needed to realize a multicast connection. The minimum
value for m is obtained from (6) by minimizing the right
hand side expression for all possible values of x. tu
Although the minimum values of m derived from

Theorems 1 and 2 are only sufficient for nonblocking in
the MSW-dominant and MAW-dominant constructions,
respectively, by using an approach similar to that used in
[16] one can also obtain matching values of m that are
necessary.

3.4 Network Cost and Comparison

From Theorems 1 and 2, one may deduce that number of
middle stage switches required for nonblocking in the
MAW-dominant construction would be slightly larger than
that in the MSW-dominant construction. In addition, since a
switching module under the MAW model has more
crosspoints than a switching module under the MSW
model, a multistage WDM network adopting the MAW-
dominant construction under any one of the three multicast
models will have more crosspoints than that adopting the
MSW-dominant construction under the same multicast
model (especially in the first two stages). Similarly, the
former requires more wavelength converters. Meanwhile,
given a multicast model, the multicast capacity does not
change whether the construction is MAW-dominant or
MSW-dominant. Therefore, we conclude that, for a multi-
stage WDM multicast network under either the MSW,
MSDW, or MAW model, the MSW-dominant construction
is a better choice.

In the following, we will discuss multistage WDM

networks adopting the MSW-dominant construction. Notice

that the condition shown in Theorem 1 can be reduced to

m � 3�nÿ 1� log r
log log r by letting x � 2 log r

log log r . Now, we are in

position to calculate the network cost under different

models. More specifically, given that the switching modules

in the first two stages are under the MSW model and the

switching modules in the last stage are under either the

MSW, MSDW, or MAW, based on the results from the last

section and letting n � r � N 1
2, we know that the number of

crosspoints for an N �N network under the MSW model is

r � knm�m � kr2 � r � kmn � kmr�2n� r�

� O kN
1
2

logN

log logN

� �
and that the number of crosspoints under the MSDW or
MAW model is

r � knm�m � kr2 � r � k2mn � kmr��k� 1�n� r�

� O k2N
1
2

logN

log logN

� �
:

For the number of wavelength converters, we only need

to consider the switching modules in the output stage.

Therefore, the numbers of wavelength converters are 0,

r �mk � O kN logN
log logN

� �
, and r � nk � kN for a network under

the MSW, MSDW, and MAW model, respectively.
Note that the MSDW model results in more wavelength

converters than the MAW model. This is because, under the
MSDW model, wavelength converters are assumed to be
placed in front of an output stage switch (with m links),
while, under the MAW model, they are placed on the other
side of the output stage switch (with only n links, where
n < m). Though one may reduce the number of wavelength
converters under the MSDW model by using a better
wavelength converter placement strategy (e.g., by placing
the wavelength converters in the middle of the m� n
switching module, it will still require the same number of
wavelength converters as that required by the MAW model.
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We summarize the network costs of WDM networks

under the three models based on either crossbar (CB) or

multistage (MS) construction in Table 2. First, by comparing

a multistage network with a crossbar network, one can see

that, under any of the three models, a multistage network

has significantly fewer crosspoints. The number of wave-

length converters is the same except, under the MSDW

model, a multistage network may have slightly more

wavelength converters. Second, by comparing multistage

networks under different models, it is clear that, since the

MSDW model has at least the same network cost as the

MAW model, it is less cost-effective than the MAW model

in the multistage construction, just as in the case for

crossbar-based networks. In addition, similarly to the case

for crossbar networks, a multistage multicast network

under the MSW has a lower network cost than a network

under the MAW model, while the latter provides a larger

multicast capacity and, hence, the two represent cost-

performance trade-offs in the design.

4 CONCLUSIONS

In this paper, we have proposed efficient designs for WDM

multicast switching networks. We have considered three

different ways to assign wavelengths to a multicast

connection (i.e., multicast models) in a WDM network,

namely, Multicast with the Same Wavelength (MSW),

Multicast with the Same Destination Wavelength (MSDW),

and Multicast with Any Wavelength (MAW). We have

analyzed the nonblocking performance (in terms of the

multicast capacity) and network cost (in terms of the

number of crosspoints and wavelength converters needed)

for a crossbar-based WDM network under these multicast

models. Finally, we have proposed two methods, namely,

the MSW-dominant and MAW-dominant method, to con-

struct a nonblocking multistage WDM network with

reduced network cost and compared various designs of

WDM multicast switching networks under the MSW,

MSDW, and MAW models. Our results have indicated that

the MSDW model is not cost-effective in either crossbars or

multistage networks, while the MSW and MAW models

represent cost-performance trade-offs in the design of both

crossbars and multistage networks. In addition, the MSW-

dominant construction method is more suitable for design-

ing multistage WDM multicast networks than the MAW-

dominant construction method.

APPENDIX

In this appendix, we provide the proofs for Lemmas 3 and

5, respectively.

Proof for Lemma 3. Under the MSDW model, all destina-

tion nodes in a multicast connection use the same

wavelength, which may not be the same as the source

wavelength.

We consider full-multicast-assignments first. Among

Nk wavelengths at the network output side, there are

exactly N wavelengths with �i for 1 � i � k, each of

which belongs to one of N different output ports. For an

integer ji (1 � ji � N), we divide N output wavelengths

of �i to ji groups, each of which corresponds to the set of

destination wavelengths of a multicast connection. There

are S�N; ji� ways for such a division, where S�N; ji� is

the Stirling number of the second kind [20]. Notice that

the divisions for different wavelengths �i are indepen-

dent. Given 1 � j1; j2; � � � ; jk � N , we have
Qk

i�1 S�N; ji�
ways to divide N �1s to j1 groups, N �2s to j2 groups,

� � � , N �ks to jk groups to form
Pk

i�1 ji multicast

connections. Also, we need to choose the source

wavelengths from Nk input wavelengths for these

multicast connections and there are P �Nk;Pk
i�1 ji� ways

to do it. Therefore, we have P �Nk;Pk
i�1 ji�

Qk
i�1 S�N; ji�

different full-multicast-assignments for k given numbers

j1; j2; � � � ; jk. After we consider all possible values of

j1; j2; � � � ; jk, we can obtain the multicast capacity for the

MSDW model as given in Lemma 3 for full-multicast-

assignments.

Finally, we consider any-multicast-assignments for

the MSDW model. For N wavelength �is at N output

ports, assume li of them are not in use and divide the

rest of N ÿ li wavelengths to ji groups, each of which

corresponds to the set of destination wavelengths

of a multicast connection, where 0 � li � N and

1 � ji � N ÿ li. There are N
li

� �
S�N ÿ li; ji� different ways

for such assignments. Similarly, the assignments for k

different wavelengths �1; � � � ; �k are independent. Noti-

cing that there are P �Nk;Pk
i�1 ji� ways to choose source

wavelengths for
Pk

i�1 ji multicast connections, we

obtain that the number of different any-multicast-

assignments is P �Nk;Pk
i�1 ji�

Qk
i�1

N
li

� �
S�N ÿ li; ji� for

given l1; � � � ; lk and j1; � � � ; jk. Hence, we can obtain the

multicast capability as given in this lemma by consider-

ing all possible values of lis and jis. tu
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Proof for Lemma 5. Suppose these m0 middle switches are

1; 2; . . . ;m0 with destination multisets M1;M2; . . . ;Mm0 ,

which are nonempty multisets by the assumptions.

Clearly, by using (4) and (5), we have that

0 < jMij � r for 1 � i � m0:
Notice that at most �nkÿ 1� 1s, �nkÿ 1� 2s, . . . , �nkÿ

1� rs are distributed among the m0 multisets. Moreover,
from (4), k multiple of the same element in Mi

contributes a value 1 to jMij. Thus, for any j

(1 � j � r), �nkÿ 1� multiple of element j contributes a
value no more than nkÿ1

k

� �
to
Pm0

i�1 jMij. We have

Xm0
i�1

jMij � nkÿ 1

k

� �
r � nÿ 1

k

� �
r � �nÿ 1�r:

Let Mj1 be the multiset such that

jMj1
j � min

1�i�m0
jMij:

Then, we obtain that

m0jMj1
j �

Xm0
i�1

jMij � �nÿ 1�r

and, thus,

m0 � �nÿ 1�r
jMj1
j ; �7�

by noting that jMj1
j > 0.

Without loss of generality, suppose that, in multiset
Mj1 , the jMj1 j elements each with multiplicity k are
1; 2; � � � ; jMj1 j, that is, only ij11; ij12; � � � ; ij1jMj1

j are equal
to k.

Now, consider m0 new multisets Mj1

T
Mi for

1 � i � m0. From (3), (4), and the assumption that the
intersection of any two multisets is nonempty, we have

0 < jMj1

\
Mij � jMj1

j
and only elements 1; 2; � � � ; jMj1 j in multiset Mj1

T
Mi

may have multiplicity k and, thus, can make a

contribution to the value of jMj1

T
Mij. Notice that at

most �nkÿ 1� 1s, �nkÿ 1� 2s, . . . , �nkÿ 1� jMj1
js are

distributed in the m0 multisets Mj1

T
Mi for 1 � i � m0.

Again, by using a similar analysis as above, we obtain

that

Xm0
i�1

jMj1

\
Mij � nkÿ 1

k

� �
jMj1 j � �nÿ 1�jMj1 j: �8�

Let Mj2 be the multiset such that

jMj1

\
Mj2
j � min

1�i�m0
jMj1

\
Mij:

Then, we can similarly have

m0 � �nÿ 1�jMj1 j
jMj1

T
Mj2 j

�9�

by noting that jMj1

T
Mj2 j > 0.

In general, for 2 � y < x, we can have

m0 � �nÿ 1�jTyÿ1
l�1 Mjl j

jTy
l�1 Mjl j

�10�

and jTy
l�1 Mjl j > 0 from the assumption that the inter-

section of no more than x original multisets is nonempty.

On the other hand, also from this assumption, we

have m0 multisets �Txÿ1
l�1 Mjl�

T
Mi which are all none-

mpty. This means that j�Txÿ1
l�1 Mjl�

T
Mij � 1 for 1 � i �

m0 and

m0 �
Xm0
i�1

j�
\xÿ1

l�1

Mjl�
\
Mij:

Then, by using a similar argument as that used in

deriving (8), we can establish

m0 � �nÿ 1�j
\xÿ1

l�1

Mjl j: �11�

Finally, m0 must be no more than the geometric mean
of the righthand sides of (7), (10), and (11) and, thus, we
obtain

m0 � �nÿ 1�r1
x:

tu
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