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Motivation and Contribution
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o Current approaches for road detection use either cameras(image) or 
LIDAR sensors(point cloud). However, using the two devices solely set 
limitations for road detection.

o Camera – provide denser information; affected by lighting conditions
o LIDAR – provide distance measurements, less affected by the external 

lighting condition; sparse data 

This paper proposes 
 A deep learning approach to fuse LIDAR point clouds and camera images 

for road detection. Early, late, and cross fusion are tested using KITTI 
road benchmark dataset.

 A sub dataset(33 images used for validation) of visually challenging 
scenes extracted from KITTI driving sequences to carry out road 
segmentation, and now become part of the KITTI road detection dataset



Data 

 Data obtained from the KITTI road detection 
benchmark(http://www.cvlibs.net/datasets/kitti/eval_road.php)
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Methodology 
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 First, 3D point cloud data is projected into image plane, 

then upsample those images 

 Given the LIDAR-camera transformation

matrix T, the rectification matrix R, 

and the camera projection matrix P, 

calculate the column position u,

and the row position v

 X, Y, and Z where each pixel contains the 

x, y, and z coordinates of the 3D point that

is projected into it



Methodology

 Second, a fusion FCN (based) is proposed. 
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Methodology

 Third, five different fusion methods are tested  - ZYX  and RGB image 

 Early fusion and Late fusion
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Methodology
 Cross fusion
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Result
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Result  
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Result

http://www.cvlibs.net/datasets/kitti/eval_road.php
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Result
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Conclusion

 A novel fusion FCN integrating camera images and LIDAR point clouds for carrying out road 
detection. Results from KITTI road detection dataset achieve top-performing algorithms. 

 Robust system compared with single sensors (either camera or LIDAR) under a wider range 
of external conditions

o Higher computation cost due to additional dimension of information added
o Performance depending on devices. Eg. a 16-beam LIDAR vs a 64-beam LIDAR
o Have not tested on augmented images, so performance may drop



14

Thanks!


