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ABSTRACT

• Point cloud is a type of geometric data structure. Due to its irregular format, most 

researchers transform such data to regular 3D voxel grids or collections or images. 

However, this renders unnecessary volumes and causes issues.  In this paper, a novel type 

of neural network(PointNet) is designed, which directly consumes point clouds, which 

well respects the permutation invariance of points in the input. This network provides a 

unified architecture for applications ranging from object classification, part segmentation, 

to scene semantic parsing. 
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INTRODUCTION OF POINT CLOUD

• Three main properties:

1. Unordered. Unlike pixel arrays in images or voxel arrays in volumetric grids, point cloud is a set of 

points without specific order.  A network that consumes N 3D point sets needs to be invariant to N 

factorial permutations of the input set in data feeding order. 

2. Interaction among points. Points are from a space with a distance metric, which means that points are 

not isolated, and neighboring points form a meaningful subset. Therefore, the model must be able to 

capture local structures from nearby points, and the combinatorial interactions among local 

structures.

3. Invariance under transformation. As a geometric object, the learned representation of the point set 

should be invariant to certain transformations. For example, rotating and translating points all together 

should not modify the global point cloud category nor the segmentation of the points.
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RELATED WORK

• Point Cloud Features

Most existing features for point cloud are handcrafted towards specific tasks. Features are 

typically intrinsic or extrinsic. Hence cannot be generalized.
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RELATED WORK

• Deep Learning on 3D Data

1. Applying 3D CNN to voxelized shapes. (Specific data formats, in order to perform 

weight sharing and other kernel optimizations).  This leads to low resolution and high 

computation cost. (3D convolution)

2. Render 3D point cloud into 2D images and apply 2D conv nets to classify them. This 

method cannot be extended to scene understanding or other tasks such as point 

classification and shape completion.

3. Spectral CNNs on meshes. This method is constrained on manifold meshes.
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RELATED WORK

• Deep Learning on Unordered Sets

From a data structure point of view, a point cloud is an unordered set of vectors. Most 

works in deep learning focus on regular input representations like sequences, images and 

volumes. Not much work has been done in deep learning on point sets.
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PROBLEM STATEMENT

• Design a deep learning framework that can 

directly consumes unordered point sets(raw) as 

inputs. Each point is represented by its 

coordinates: 𝑃𝑖 = 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 . This network should 

be able to perform object classification, part 

segmentation and semantic segmentation.

Object classification: output class labels for the 

entire input

Part/Semantic segmentation: output per point 

part/segment labels for each point of the input
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POINT CLOUD REVIEW

• Three properties 

1. Unordered, 

2. Interaction among points 

3. Invariance under transformations.
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METHOD COMPARISON

1. Sort input into a canonical order: in high dimension space there in fact does not exist 

an ordering that is stable w.r.t. point perturbations in the general sense.

2. Treat the input as a sequence to train an RNN, but augment the training data by all 

kinds of permutations: hoping that by training the RNN with randomly permuted 

sequences, the RNN will become invariant to input order. However, the order does 

matter and cannot be totally omitted.

3. Use a simple symmetric function to aggregate the information from each point
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INTRODUCTION OF POINTNET

• Three key modules:

1. A max pooling layer as a symmetric function to aggregate information from all points

2. A local and global information combination structure

3. Two joint alignment networks that align both input parts and point features
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INTRODUCTION OF POINTNET

• Symmetric function for unordered input(max pooling)

The idea is to approximate a general function defined on a point set by applying a 

symmetric function on transformed elements in the set:
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INTRODUCTION OF POINTNET

• h is approximated by a multi-layer perceptron network and g is approximated by a 

composition of a single variable function and a max pooling function. Through a collection 

of h, we can learn a number of f ’s to capture different properties of the set.
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INTRODUCTION OF POINTNET

• Local and global information aggregation

Point segmentation requires a combination of 

local and global knowledge. The solution is to 

feed back the global point cloud feature vector 

to per point features by concatenating the global 

feature with each of the point features. With this 

modification the network is able to predict per 

point quantities that rely on both local geometry 

and global semantics.

17



INTRODUCTION OF POINTNET

• Joint alignment network

The semantic labeling of a point cloud has to be invariant if the point cloud undergoes 

certain geometric transformations. A natural solution is to align all input set to a canonical 

space before feature extraction. An affine transformation matrix by a mini-network(T-net) is 

directly applied to input. The T-net itself resembles the big network and is composed by 

basic modules of point independent feature extraction, max pooling and fully connected 

layers.  This idea can be further extended to the alignment of feature space. A second T-net 

is inserted on point features and predict a feature transformation matrix to align features 

from different input point clouds.
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THEORETICAL ANALYSIS OF POINTNET ★

• Suppose we have a continuous set function: 𝑋 = {𝑆: 𝑆 ∈ 0,1 𝑚 𝑎𝑛𝑑 𝑆 = 𝑛},  𝑓 ∶ 𝑋 → 𝑅

is a continuous set function on 𝑋 w.r.t. Hausdorff distance 𝑑𝐻 . , . : for all 𝜀 > 0, exists 

𝛿 > 0, for any 𝑆, 𝑆’ ∈ 𝑋, if 𝑑𝐻 S, 𝑆′ < 𝛿, then 𝑓 𝑆 − 𝑓(𝑆′) < 𝜀

This indicates 𝑓 can be arbitrarily approximated by PointNet given enough neurons at the 

max pooling layer𝑅𝐾x 𝑅𝐾x 𝑅𝐾 …𝑅𝐾. The more the neurons are, the larger the K is.
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THEORETICAL ANALYSIS OF POINTNET

• Hausdorff distance: the longest distance you can be forced to travel by an adversary who 

chooses a point in one of the two sets, from where you then must travel to the other set. 

It is a criteria which measures the similarity between two point sets.

Given point set A and B, if 𝑑𝐻 A,𝐵 = 0, then point set A and B are the same.
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THEORETICAL ANALYSIS OF POINTNET

• Theorem 1. Suppose 𝑓 ∶ 𝑋 → 𝑅 is a continuous set function w.r.t. Hausdorff distance 𝑑𝐻 . , . , 

for all 𝜀 > 0, exists a continuous function ℎ and a symmetric function 𝑔(x1, …xn) =𝛾𝑜𝑀𝐴𝑋, 

such that for any 𝑆 ∈ 𝑋, 

|𝑓 𝑆 − 𝛾 (MAX
𝑥
𝑖
∈𝑆

ℎ 𝑥𝑖 )| < 𝜀

where xi is the full list of elements in 𝑆 ordered arbitrarily(input point cloud), 𝛾 is a continuous 

function(structure before max pooling layer), and 𝑀𝐴𝑋 is a vector max operator that takes n 

vectors as input and returns a new vector of the element-wise maximum(max pooling layer).

Theorem 1 is basically saying that PointNet is able to interpret raw point cloud input.
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THEORETICAL ANALYSIS OF POINTNET

• Bottleneck dimension and stability

Theoretically and experimentally the authors found that the expressiveness of PointNet is 

strongly affected by the dimension of the max pooling layer, i.e., K. 

We define u = (MAX
𝑥
𝑖
∈𝑆

ℎ 𝑥𝑖 to be the sub-network of 𝑓 which maps a point set in 0,1 𝑚

to a K-dimensional vector.  
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THEORETICAL ANALYSIS OF POINTNET

• Theorem 2. Suppose u: 𝑋 → 𝑅𝐾 such that u = (MAX
𝑥
𝑖
∈𝑆

ℎ 𝑥𝑖 and 𝑓 = 𝛾 𝑜 𝑢, Then,

(a) For all 𝑆, exists C𝑆, N𝑆 ∈ 𝑋, 𝑓 𝑇 = 𝑓 𝑆 if C𝑆 ∈ T ∈ N𝑆;

(b) |C𝑆 | ≤ 𝐾

Theorem2(a) says that 𝑓 𝑆 is unchanged to the input corruption if all points in C𝑆 are 

preserved; it is also unchanged with extra noise points up to N𝑆

Theorem2(b) says that C𝑆 only contains a bounded number of points, determined by 

𝐾(number of neurons in max pooling layer)
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THEORETICAL ANALYSIS OF POINTNET

• C𝑆 : critical point set of 𝑆,

• 𝐾: bottleneck dimension of 𝑓

Combined with the continuity of ℎ, this explains the robustness of PointNet w.r.t point 

perturbation, corruption and extra noise points. The robustness is gained in analogy to the 

sparsity principle in machine learning models. Intuitively,  PointNet learns to summarize a 

shape by a sparse set of key points.
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EXPERIMENTAL RESULTS OF POINTNET

• 3D Object Classification: 

evaluate PointNet on 

ModelNet40 shape 

classification benchmark. 

While previous methods 

focus on volumetric and 

multi-view image 

representations, PointNet is 

the first one to directly take 

in raw point cloud.
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EXPERIMENTAL RESULTS OF POINTNET

• 3D object part segmentation: given a 3D scan or a mesh model, the task is to assign part 

category label (e.g. chair leg, cup handle) to each point or face. The data set selected to 

evaluate this is ShapeNet part data set. The author formulate part segmentation as a per-

point classification problem.  Evaluation metric is mIoU on points. 
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EXPERIMENTAL RESULTS OF POINTNET

• Semantic segmentation in scenes: extend part segmentation to semantic scene 

segmentation, where point labels become semantic object classes instead of object part 

labels. The authors experiment on Stanford 3D semantic parsing data set. Each point in 

the scan is annotated with one of the semantic labels.
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EXPERIMENTAL RESULTS OF POINTNET

• 3D object detection system: built based on semantic segmentation output. Comparing 

with state-of-the-art method, which is based on a sliding shape method (with conditional 

random fields post processing)  with SVMs trained on local geometric features and global 

room context feature in voxel grids.
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ARCHITECTURE DESIGN ANALYSIS

• Comparison with alternative order-

invariant methods

Comparison among: MLP on unsorted 

and sorted points, RNN model that 

considers input point as a sequence 

and a model based on symmetry 

functions. The symmetry operation 

experimented include max pooling, 

average pooling and an attention 

based weighted sum. 
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ARCHITECTURE DESIGN ANALYSIS

• Effectiveness of input and feature transformation(joint alignment network)
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ARCHITECTURE DESIGN ANALYSIS

• Robustness test: to 

show that PointNet is 

robust to various kinds 

of input corruptions. 

(Theorem 2)
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VISUALIZING POINTNET34



CONCLUSION

• PointNet is a novel deep neural network that directly consumes point cloud. It provides a 

unified approach to a number of 3D recognition tasks including object classification, part 

segmentation and semantic segmentation, while obtaining on par or better results than 

state-of-the-art on standard benchmarks.

• Cons: Semantic segmentation is not that accurate, with only 47% mIoU, where the ones 

nowadays can achieve over 80%.
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THANK YOU

• Question?
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